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Combining Identical Location Microscopy, Atom Probe Tomography 
and a Scanning-Flow Cell coupled with an Inductively Coupled 

Plasma Mass Spectrometer to Understand the Structure-Property of 
Catalysts

O. Kasian 1, B. Gault 2, T. Li 3, S. Zhang 4, S. Cherevko 5, C. Scheu 4, D. Raabe 2, 
G. Dehm 6, K. Mayrhofer 1, 5
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- STABILITY OF SURFACES AND INTERFACES -

Electrocatalysis is key to clean energy conversion 
and storage technologies. During electrocatalytic re-
actions the surface composition of electrodes under-
goes drastic changes that lead to efficiency decrease 
and structural degradation [1]. Up to now, particularly 
for the important oxygen evolution reaction (OER) 
on oxidic surfaces, the mechanisms underpinning 
the transformations and their influence on the re-
activity and durability of catalysts remained largely 
unknown [2], mainly due to limitations in sufficiently 
analytically sensitive surface probing techniques. The 
resulting knowledge gap regarding the question how 
the topmost atomic layers behave and composition-
ally change, has hindered the development of high-
performance, long-lasting electrocatalysts. 

A close collaboration between the departments 
GO, MA, SN and the NG group was established, with 
the aim to develop an approach to characterize the 
temporal evolution of the topmost atomic layers of 
catalysts in operation. Iridium oxide formed on pure 
iridium films by anodic electrochemical oxidation OER 
was chosen as a model system. Advanced activity-
stability analyses were performed by scanning flow 
cell connected to an inductively coupled plasma 
mass spectrometer (SFC-ICP-MS). In parallel, we 
performed high-end near-atomic-scale characteriza-
tion by atom probe tomography (APT) and (scanning) 
transmission electron microscopy ((S)TEM), electron 
energy loss spectroscopy (EELS) and X-ray photo-
electron spectroscopy (XPS). In addition, to resolve 

Fig. 1: Combining SFC-ICP-MS with STEM and APT advanced understanding of electrocatalytic behaviour of Iridium 
OER catalysts.
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hydroxy-groups by APT in the electrochemically-
grown oxides, proton-free deuterated electrolytes 
were used to avoid overlap with residual hydrogen 
from the ultra-high vacuum chamber. 

This joint effort and the advanced characterization 
approach (Fig. 1) enabled to discover the formation of 
non-stoichiometric Ir-O species mixed with hydroxy-
groups and water molecules during the short term 
electrolysis, providing a high electrocatalytic activity. 
The metastable Ir-O species gradually transform into 
IrO2, which enabled to explain the observed decrease 
in activity and increase in stability [3]. The insights on 
the three-dimensional compositional distribution pro-
vided unique evidence of the chemical species resid-
ing at or near the outermost surface of Ir oxides and 
their transformation at near-atomic scale, which is 
critical for understanding the interplay between com-
position, reactivity and stability in electrocatalysis. In 
the future, this unique approach will be extended to 
other catalytic reactions and systems beyond OER 
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and Ir-oxides. Combining advanced electrochemistry 
with APT and Identical Location Microscopy [4] will 
aid in unravelling the dynamic evolution of different 
nanoparticle catalysts commonly used in state of the 
art energy conversion and storage devices. 
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Electrochemical Semiconductor/Water Interfaces
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- STABILITY OF SURFACES AND INTERFACES -

Solid/liquid interfaces are of ubiquitous impor-
tance, e.g., in electrochemistry, electrocatalysis 
and corrosion. Often, metal electrodes are covered 
by semiconducting oxide films, and oxide/water 
interfaces also form as a consequence of corrosion 
processes. Emerging photoelectrochemical technolo-
gies, such as light-induced water splitting, employ 
semiconducting photoelectrodes. Therefore, many 
electrochemical interfaces of interest are in fact 
semiconductor/liquid interfaces. We utilize single-
crystalline, atomically flat interfaces between semi-
conductors and liquid water as well-defined model 
systems to develop and validate methods, and to 
understand fundamental principles and processes.

Hydrogenated silicon and germanium surfaces in 
contact with liquid water are of particular interest in 
this context. They are transparent with respect to in-
frared light. Thus, optical fingerprints of electrochemi-
cal reactions and intermediates can be obtained in 
operando using attenuated total reflection infrared 
(ATRIR) spectroscopy. In water, silicon is known to 
irreversibly form porous oxide layers. The exact oxi-
dation mechanism, however, is not yet understood. In 
addition, oxidation can be suppressed completely or 
allowed to proceed at controlled rates depending on 
the potential applied to the silicon electrode. Silicon is 
therefore of interest as a model system for corrosion. 
On the other hand, we find that germanium features 
a reversible potential-induced phase transition of 
the surface termination. It is therefore of interest as 
a model system to develop methods for predicting 
surface Pourbaix diagrams from first principles.

We use the modern theory of polarization, which 
introduces an electric field term directly into the 
density-functional theory (DFT) Hamiltonian, to de-
scribe electric fields in ab initio molecular dynamics 
(MD) simulations. Thereby, we can simulate the full 

Fig. 1: Snapshots of an ab initio MD simulation with applied electric field, showing initial oxidation steps of the solvated 
Si(100):H surface under anodic conditions, see text.

electrochemical cell without a vacuum region. On the 
time scales accessible to our ab initio simulations, 
MD calculations demonstrate the solvated Si(100):H 
surface to be stable in the absence of applied elec-
tric fields and no interfacial reactions are observed. 
Once, however, the field is switched on, we observe 
characteristic field-induced surface reactions within 
a few ps, cf. Fig. 1: on the positively charged anodic 
surface, a H2O molecule dissociates (a). The H+ is 
transferred to a neighbouring H2O molecule, whereas 
the OH- group binds to a surface Si atom, breaking 
a Si-Si backbond in the process (b). The proton is 
transported in accordance with the Grotthus mecha-
nism towards the cathodic surface (c), where, at later 

stages when a sufficient number of protons has ar-
rived, hydrogen evolution is observed. Eventually, a 
second water molecule dissociates and breaks the 
remaining Si-Si backbond of the surface SiH2OH 
group. The resulting SiH2(OH)2 molecule is then 
solvated (d). Often, an OH group within the solvated 
SiH2(OH)2 molecule deprotonates and subsequently 
binds to another surface Si atom, forming an Si-O-Si 
bridge (e). These are the first steps towards electro-
chemical oxidation of Si.

On the Ge(100):H surface, a qualitatively different 
process emerges. Following the approach outlined 
by Surendralal et al. [1], we introduced a potentiostat 
directly into the Quantum Espresso DFT package 
and perform MD simulations at constant electrode 
potential. At each ab initio MD time step, the electric 
field is adjusted so as to keep the potential difference 
at a target value of -1 V. A damping term is introduced 
to prevent any abrupt changes of the field, changing 
the electric field in a smooth and adiabatic way at 
all times. Fig. 2a shows the surface charge and the 
potential difference between the Ge surface and a 
computational counter electrode as a function of time. 
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To keep the electrode potential constant, save for 
thermal fluctuations, the potentiostat must, however, 
continuously adjust the surface charge towards in-
creasingly anodic conditions. We are thus observing 
a dielectric displacement current, caused by water 
reorientation and formation of the electrochemical 
double layer. The increasing fluctuations observed 
after 0.75 ps are due to an OH- ion approaching and 
attempting to hydroxylate the surface. A snapshot 
of the hydroxylation event is shown in Fig. 2b. On 
the completely hydroxylated surface the OH groups 

Fig. 2: a) Surface charge and electrode potential as a function of time during ab initio MD simulations of solvated 
Ge(100):H surface. MD Snapshots of b) hydroxylation and c) oxidation events.

eventually move into the troughs between the rows 
of the surface Ge atoms and deprotonate, cf. Fig. 2c, 
and a thin surface oxide layer is formed.

Interestingly, in marked difference to our observa-
tions on Si(100):H, Ge hydroxylation and oxidation 
occur without breaking any Ge-Ge backbonds. The 
process thus resembles a surface phase transition. 
Indeed, ATRIR measurements confirm this transition 
to be potential-induced and reversible. Using our MD 
trajectories, we compute the difference between the 
vibrational spectra of the hydrogenated and hydroxy-
lated Ge(100):H/H2O interfaces. The resulting spectra 
are compared to ATRIR measurements in Fig. 3 [2]. 
The spectra predicted from first principles coincide 
closely with the ATRIR measurements, confirming 
the transition in surface termination observed in our 
potentiostat MD simulations.

These two examples demonstrate that with our 
new methodological advances it is now possible to 
perform ab initio molecular dynamics calculations 
with applied electric field and at constant electrode 
potential. They also illustrate how our continuous 
methodological developments help to reveal the 
fundamental mechanisms of electrochemical and 
corrosion reactions at solid/liquid interfaces.

Fig. 3: Infrared spectra of the Ge(100):H/H2O interface, 
measured by ATRIR spectroscopy and compared to pre-
dictions from ab initio potentiostat MD simulations.
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Passivity and Passivity Breakdown on Copper: Defect Formation 
during Oxygen Evolution and Effect of Chloride
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Passivity breakdown is a major issue in corrosion. 
It is often assumed that passive films are simple, 
uniform and homogeneous oxide layers blocking 
the cation transfer from the metal surface to the 
electrolyte. However, recent advancement in surface 
analytical techniques show that almost all passive 
films have multilayer structure, including an inner 
layer, outer hydroxide part and also a barrier layer 
[1]. Passivity breakdown can occur due to several 
reasons during anodic polarisation up to the oxygen 
evolution reaction (OER). A key challenge remains 
the capture of the changes in the film in situ to obtain 
detailed insight into reactions. Aim of this work is to 
uncover passive film formation and its breakdown on 
Cu in relation to formation of point defects, electronic 
properties and chemical nature of oxides.

- STABILITY OF SURFACES AND INTERFACES -

Fig. 1: Scheme illustrating dominant oxide phases, and 
observed defect formation as function of electrode poten-
tial, on Cu in NaOH.

In hydroxide, we systematically investigated the 
passive film formation, its breakdown accompanied 
by oxygen evolution, and the effect of Cl- on passivity 
breakdown by in situ spectroscopic ellipsometry (SE), 
in situ Raman spectroscopy and in situ photolumi-
nescence spectroscopy (PL), completed by ex situ  
techniques. The thickness of the passive oxide layers 
was calculated from SE data by a model-independant 
first order perturbation approach [2], and confirmed 
ex situ as ~7 nm. Thicknesses of the passive films 
are weakly potential dependent [3], in disagreement 
with the point defect model [4]. The in situ Raman 

experiments results indicated that the mixed oxide 
Cu4O3 plays a prominent role in the passive film 
[3]. Both in situ PL spectra and in situ ellipsometry 
spectra showed that the passive film of Cu is a de-
fective phase. Passivity breakdown through OER 
was accompanied by the formation of singly charged 
oxygen vacancies with in situ PL. At the onset of 
strong defect-related PL, the thickness of the oxide 
layer decreased, which shows that breakdown of 
the oxide layer is triggered by defect formation [5]. 
Ex situ Hall effect measurements in collaboration 
with the Ruhr-Universität Bochum show that both 
passive oxide and transpassive oxide have n-type 
conductivity, in contrast to literature data [1]. Overall, 
a rather complex mechanism of dissolution results 
as illustrated in Fig. 1.

The effect of Cl– on the properties of oxide film 
growing on Cu was studied using phosphate buffer 
saline (PBS, pH 7) [6]. Besides industrial relevance, 
Cu acts antibacterial. The corrosion mechanism of Cu 
in complex biological buffers is unknown. In PBS, cor-
rosion products based on copper oxides, hydroxides, 
chlorides, phosphates, or mixed phases may deve-
lop. An early proposal for the corrosion mechanism of 
Cu in neutral Cl–-containing media assumed that the 
initial corrosion product is CuCl, which transforms into 
Cu2O. In later works, copper oxide formation in Cl–-

-containing media was suggested to be a precipitation 
reaction rather than an electrochemical process. We 
observed that in PBS, the thickness of the growing 
film is dependent on the applied electrode potential. 
CuCl is only observed as a transient species before 
oxide formation. Ex situ surface analysis could not 
confirm the presence of CuCl (see Fig. 2). Cross 
sectional images show voids between the oxide lay-
er and metal (Fig. 2). Inconsistencies became clear 
between in situ spectroscopy results and ex situ sur-
face analysis. Based on observations and calculated 
predominance potential pH diagrams, the following 
model was proposed [6]. During anodic polarization, 
first Cu2O forms. This film is rich in point defects, as 
suggested by its absorption spectrum, some of these 
are likely oxygen vacancies. These can be compen-
sated by uptake of Cl−, resulting in the first step in a 
chloride-rich, Cu2O-based layer. As soon as the elec-
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trode potential increase triggers oxidation from CuI 
to CuII, the formation of soluble CuCl42- sets in, which 
may have precursors inside the film, or adsorbed to 
the surface. The dissolution of copper proceeds via 
chloride incorporation in oxygen vacancies in the 
defective Cu2O [6]. As dissolution in the presence of 
biological material often proceeds at near neutral pH 
in an environment containing significant amounts of 
Cl−, the results obtained in this work are relevant for 
the understanding of the surface electrochemistry of 
copper as antibacterial agent.

Fig. 2: (a) Cross sectional scanning transmission electron 
micrograph shows the location where the presented en-
ergy electron loss spectra given in (b) and (c) were taken 
[6]. (b) Cu L2/3 and (c) O K near-edge fine structures of the 
upper oxide feature (red), the lower oxide layer (black) 
and the Cu thin film (blue).
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- STABILITY OF SURFACES AND INTERFACES -

The local chemistry and structure of a grain 
boundary (GB) determines its energy, mobility, dif-
fusivity, cohesive strength and sliding resistance, 
which directly affect the bulk materials’ behaviour 
and properties such as impact toughness, creep 
resistance, fatigue, corrosion, and strength. GBs 
behave as quasi-two-dimensional phases, under-
going structural and chemical changes 
abruptly at critical values of thermody-
namic parameters such as temperature, 
pressure and composition [1]. Recently, 
the term “complexion” was introduced to 
distinguish these equilibrium interfacial 
states from bulk phases [2]. GB phase 
states can be categorized by the type of 
transition that locally impacts GB proper-
ties through the formation of steps, facets 
or solute induced transitions of the GB 
core structure.   

  We have explored the impact of GB 
steps on GB mobility and discovered 
the atomistic mechanisms through mo-
lecular dynamics simulations. We found 
correlations between the type of steps 
that appear on the relaxed structure of 
a boundary and their migration energy 
barriers [3] as shown in Fig. 1. From 
this result we were able to conclude that 
the majority of general grain boundaries 
relax into steps with low symmetry, termed kinked 
boundaries which were shown to have the lowest 
migration barrier in comparison to flat and stepped 
boundaries. It was then observed that the facets in 
these kinked boundaries tend to coarsen in pure 
metals. This implies that general GBs dissociate into 
coarsely faceted segments, if faceting is not impeded 
or directed otherwise by alloying elements [4]. 

 The generation and minimization of grain bound-
ary structures is a precursor for migration simulations 
and we have designed an open access python pack-
age [5] that generates GB structures for atomistic 
simulations and additionally includes a minimization 
routine. Further Jupyter notebook scripts in the pack-
age give a step by step description on how to use 
the code to locate and produce GBs for ab initio or 
molecular dynamics simulations. It also serves as a 
platform to produce CSL properties  for a given GB 
plane, such as CSL density.

Some of the extra functionalities of the code are 
as follows: 

• Generation of different stepped structures 

• Generation of large faceted structures

• Producing the displacement shift vectors 
(DSC) on a given GB plane. These vectors 
are conceptually considered to act as Burgers 
vectors of GB dislocations.

Fig. 1: Migration mechanisms of flat (a), stepped (b) and kinked (c) 
grain boundaries. The colour code denotes height. Bulk atoms have 
been removed for clarity and only GB atoms are shown.

The impact of phase transitions on the diffusivity or 
mobility of GBs has been intensively studied on ideal-
ized symmetric boundaries. In recent work, we could 
show that solute segregation is strongly anomalous 
in nanofaceted boundaries. In particular, the segre-
gation of carbon (C) and iron (Fe) in multicrystalline 
silicon (Si) GBs is observed to occur at the facet 
junctions in contrast to the often assumed planar 
segregation at the facets themselves [6]. By using 
a combination of atomic resolution scanning trans-
mission electron microscopy (STEM), atom probe 
tomography (APT) and molecular statics simulations, 
we were able to reveal that the atomic strain in the 
facet junctions dictates the segregation behaviour. 
Furthermore, we have systematically investigated the 
solute induced nanofaceting in asymmetric tilt grain 
boundaries. We could show that an initially flat, asym-
metric copper (Cu) tilt GB develops silver (Ag) rich, 
nanometre sized facets upon controlled segregation 
as illustrated in Fig. 2 [7]. In combination with hybrid 
molecular dynamics and Monte Carlo simulations we 
established that this nanoscale GB phase transition 
is a result of a cascade of phase transitions and the 
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Fig. 2: (a) Atomic structure of the asymmetric [001] Cu tilt grain boundary 
in the as grown state. (b) After annealing at 800ºC for 120 h. (c) Nanofacet-
ed boundary after controlled Ag segregation annealed at 800ºC for 120 h.

Fig. 3: (a) Segregation isotherm at 450°C assuming met-
astable local equilibrium between the bulk and the grain 
boundary in a Fe-Mn BCC alloy. (b) 2D in-plane compo-
sitional analysis inside the grain boundary plane obtained 
by APT for a grain boundary from Fe-9 atomic % Mn solid 
solution, 50% cold-rolled, and annealed at 450 °C for 6 h.
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symmetric kite structure, shown in Fig. 2 c, is formed, 
due to its ability in taking up the highest amount of 
Ag atoms.

For solid-solid phase transformations, GB seg-
regation is widely regarded as a pathway for phase 
transitions, since segregation to defects locally 
alters the thermodynamic driving force for phase 
nucleation by changing the chemical composition of 
the interfacial region. We developed an approach in 
order to quantitatively and qualitatively describe the 
Mn segregation in the BCC structure in Fe-Mn alloys 

which we systematically studied by 
Atom Probe Tomography (APT). This 
approach couples thermodynamic 
data from Calphad with a mean-field 
description of the grain boundary char-
acter what allows a more precise de-
scription of the segregation behaviour 
observed by APT than the more typical 
Langmuir-McLean segregation model 
[8]. The most important consequence 
of this model is that the presence of 
a spinodal region for the Fe-Mn BCC 
free-energy will lead to a first order 
transition of the grain boundary inter-
face before the nucleation of austenite. 
This first order transition is typically 
represented in equilibrium segregation 
calculations as a discontinuous jump in 
the composition of the GB in function 
of the bulk composition (Fig. 3a). From 
a kinetics perspective, it implies the 

formation of metastable spinodal fluctuations (Fig. 3b) 
that tend to grow further with time at the segregated 
region, as observed by APT [4]. On the one hand, this 
increase in Mn content at the GB leads to an increase 
of the overall enthalpy of the boundary at lower tem-
peratures and thus to embrittlement. On the other 
hand, these low-dimensional spinodal fluctuations on 
the GB act as precursor states to the nucleation of 
austenite when they become strong enough in com-
position amplitude and wavelength. Once austenite 
is formed, the amount of Mn segregated to the grain 
boundaries is drastically reduced and the toughness 
of the grain boundary is increased [9].
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- STABILITY OF SURFACES AND INTERFACES -

Coherent Σ3 twin boundaries are certainly one of 
the most prominent interfaces in structural materials. 
Firstly, because they can be introduced by numerous 
processes like crystal growth, annealing, or even 
cold working. Secondly, because they simultane-
ously allow for an extraordinary high strength while 
maintaining an outstanding ductility, two properties 
which are classically mutually excluding themselves 
but are combined in bulk nano-twinned materials 
[1]. The combination of high strength and ductility 
is the “holy grail” in structural materials and renders 
damage tolerance. The fundamental origin of the 
damage tolerance is, however, still not understood 
and currently studied across several departments 
of the MPIE. 

We are focusing on the behaviour of single disloca-
tions at twin boundaries and their mutual interactions. 
Dislocations can transmit through a twin boundary in 
two ways: (i) the “ideal” or also “soft” mode, where the 
Burgers vector of the dislocation is a shared lattice 
vector in both twin-grains. And, (ii), the “hard” mode, 
where the Burgers vector of the dislocation is not a 
low indexed lattice vector in the second grain, which 
complicates slip transmission considerably. During 
the last years we have developed and applied a 
complementary toolbox [2] of in situ scanning elec-
tron microscopy (SEM), in situ Laue microdiffraction 
(µLaue), transmission electron microscopy (TEM) as 
well as atomistic simulations to unravel and quantify 
the mechanisms of slip transmission through grain 
and twin boundaries. 

The in situ SEM experiments are well suited for 
monitoring collective slip transmission processes in 
terms of slip trace analysis (see Fig. 1). This tech-
nique is well established and enables to study large 
sample numbers, often exceeding 100 samples 
per study. Recently, we were able to measure the 
activation volume and strain rate sensitivity of ideal 
slip transmission of dislocations through a coherent 
Σ3(111) twin boundary in copper [3]. The results 
point towards a cross-slip like dislocation transmis-
sion mode with a strain rate sensitivity of the twinned 
bicrystals similar to the single crystal.

Complementary to our SEM work, the µLaue tech-
nique can quantify the collective dislocation storage in 
terms of geometrically necessary dislocations in the 
grain interior and at the twin boundary. Furthermore, 
the local deviatoric strain tensor and crystallographic 
orientation can be measured. Using the ability of 
µLaue to measure the local orientation and number of 
dislocations in a pile-up, we were able to identify the 
stress required for ideal dislocation slip transmission 
through a coherent Σ3(111) copper twin boundary for 
the first time [4]. Surprisingly, this slip transmission 
stress (17 MPa) agrees well with the stress required 
for dislocation cross-slip in copper at the same tem-
perature. Our results indicate that in at least three 
out of 12 slip systems copper twin boundaries do not 
act as strong barriers for dislocation slip. This might 
be extremely important during the local stress re-
laxation at crack tips in bulk nano-twinned materials. 
The extraordinary strength of these systems might 

Fig. 1: Micropillars deformed inside the SEM at different strain rates. The slip plane sharply kinks off at the location of 
the twin boundary. No significant differences in the activation of major slip steps can be identified.
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however be caused by compatibility requirements, 
which is currently investigated on nano-twinned 
silver thin films with twin thicknesses ranging from 
10 nm to 1 µm.

In situ and post mortem TEM analysis are an 
ideal tool to understand the interactions of single 
dislocations with twin boundaries, as well as the 
impact of local chemistry on dislocation mobility. We 
have applied TEM not only on Σ3(111) boundaries 
in copper, but have also quantified the importance 
of twinning, double-twinning and slip transmission 
on the mechanical properties of Fe-Mn-C twinning-
induced plasticity steel (TWIPs) [5,6]. 

The three experimental tools are finally com-
plemented by MD simulations which shed light on 
possible mechanisms active during slip transfer [7, 
8]. Our current work thereby focuses on the impor-
tance of the initial dislocation structure on the slip 
transmission properties [8]. For this purpose we have 
deformed pristine pillars requiring stresses close 
to the theoretical shear stress of copper for plastic 
deformation. Furthermore, we used high vacancy 
concentrations and subsequent thermal annealing 
to produce a natural dislocation network in our MD 
pillars (see Fig. 2). These pillars deformed at signifi-
cantly lower stresses than the pristine ones. Also, 
the micropillars with a grown-in dislocation network 
exhibit slightly higher yield stresses than their single 
crystalline counter parts with similar dislocation 

Fig. 2: Correlation between the maximum dislocation length and the yield stress obtained from MD simulations for 42 
nm sized nanopillars (open symbols) in comparison with experimental data from Imrich et al. [9]. SCP refers to single 
crystalline pillars and TCP to twin crystalline pillars. The extrapolation (blue dotted line) is based on a power fitting func-
tion and uses as input only the MD data for twin crystal pillars (blue empty points). The agreement with experiment is 
excellent.
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structures. Snapshots taken during slip transmission 
point towards a double-hump like dislocation transfer 
mechanism which supports the experimental obser-
vations from SEM and µLaue on strain rate sensitivity 
and transmission stress.
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Properties of materials are to a wide extent de-
termined by the presence of defects. They may be 
either artificially introduced into the material or can 
be intrinsic defects. The stability and concentration 
of these defects is closely related to their atomic 
structure, which can already be complex for planar 
defects in pure elements or chemically ordered 
phases, such as Laves or Heusler alloys. In the case 
of multi-component alloys with off-stoichiometric 
compositions, the chemical degree of freedom adds 
another level of complexity. The excess atoms can 
form point defects (antisite atoms or vacancies) and 
can be accommodated by extended defects. Already 
a segregation of individual atoms yields an additional 
stabilization of these defects. Particularly fascinating 
becomes the interplay of local chemistry and planar 
defects, however, if defect structures and/or composi-
tions are created that would not be present otherwise.

In the present article, we highlight two examples 
of binary intermetallic alloys that show such phenom-
ena: First, we have observed novel atomic structures 
connected to planar stacking faults in phase-pure 
samples of the hexagonal Laves phase NbFe2. 
They substantially change their concentration and 
therewith the mechanical performance of a phase, 
which is important for precipitation hardening in high-
temperature steels [1-3]. Second, we have detected 
an unusual enrichment of Mn at twin boundaries in 
the binary Al45Mn55 Heusler alloy (τ-phase). These 
extended defects contribute to magnetic domain 
wall nucleation or act as pinning sites and are thus 
important for the magnetic response of a material, 
which is a potential low-cost replacement of medium 
performance ferrite-based magnets. 

The significant increase in the defect density of 
the Laves phase NbFe2 was observed with scanning 
transmission electron microscopy (STEM) in samples 
with 35 at.% Nb, while stoichiometric samples 
(33 at.% Nb) showed only isolated dislocations. 
Besides antisite occupation, various types of planar 
faults appear. We observed numerous extended 
planar defects parallel to the basal plane of the 
hexagonal structure, introducing Nb-enriched layers 
of various thicknesses, as well as a high number 
of confined basal and pyramidal planar faults. All 
types of observed basal and pyramidal faults contain 
structural motifs, which are characteristic for the 
crystal structure of the µ phase Nb6Fe7 (46 at.% Nb) 
in the same binary system. Interestingly, however, the 

Fig. 1a:  Atomic resolution low angle annular dark-field 
(LAADF) STEM image of a basal fault in a Nb-rich NbFe2 
Laves phase with µ phase type building blocks. The shift 
of the upper and lower part and the single three-layer 
stack of the slab are highlighted.

Fig. 1b: The basal generalized stacking fault energy sur-
face (γ surface) of the two half crystals in the STEM im-
age. All structures along the orange lines reproduce in 
one projection the STEM image.

stacking of the µ phase is not fulfilled in the atomic 
layers next to the defects, despite the increased 
Nb content. One of the variations in the stacking 
sequence is the omission of an Fe-layer, so-called 
Kagome layer, as shown in Fig. 1a. 

We used ab initio calculations to determine the 
formation energies of these planar defects. A prereq-
uisite was to find the exact crystallographic structure 
underlying the experimental STEM images, since 
the restriction to a single projection is still consistent 
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with multiple translational variants perpendicular to 
the image plane. Therefore, the generalized stacking 
fault energy (SFE) surface was determined by ab 
initio calculations (Fig. 1b). The energy of the most 
stable crystallographic Nb-enriched defect structures 
was then compared with a phase separation of the 
off-stoichiometric composition into a perfect Laves 
and a perfect µ phase. While the defects turned out 
to be not stable in equilibrium conditions, some of 
them become energetically favourable as compared 
to a phase separation that involves a laterally strained 
µ phase. This explains why a nanoprecipitation of 
µ phase is less likely than the observed extended 
defects. 

The second example, Al45Mn55, is a metastable in-
termetallic phase with a L10 ordered structure. This 
compound, denoted as ‘τ’, evolves by suppressing 
the formation of equilibrium β-Mn (cubic) and γ2 
(Al8Mn5, rhombohedral) phases from the high tem-
perature hexagonal-close packed ε phase and has 
a strong uniaxial magneto crystalline anisotropy. 
The microstructural development in the alloy takes 
place through massive mode and a large number 
density of defects such as twins, stacking faults and 
antiphase boundaries appear during the thermal 
history of the material [4]. Our combined electron 
microscopy and atom probe tomography approach 
revealed the structure and composition of some 
defects [5], as shown in Fig. 2. The extraordinary 
observation in this case, is the enrichment of twin 
boundaries by approx. ~8 at.% Mn with a confined 
depletion outside the boundaries. This evidences 

Fig. 2: (a) Back-scattered electron SEM image of the Al45Mn55 ε phase sample annealed at 450 °C for 15 minutes 
showing massive growth of τ phase on ε phase grain boundaries. The red triangle is the location from where the atom 
probe tips have been extracted. (b) Bright field (BF) image taken near to [101] τ phase zone axis. (c) Dark field (DF) 
image taken from the twinning spot. (d) Atom probe reconstruction showing distribution of Al atoms (green colour) and 
iso-compositional interfaces with 60 at.% Mn (red colour) showing Mn enrichment confined to twins. (e) 2D composition 
plot with colour scale for Mn at.% across the APT tip reconstruction projected to the plane perpendicular to the viewing 
direction. (f) 2D and 1D composition plots showing Mn enrichment along the twin boundary.

an occurrence of a short-range solute diffusion dur-
ing the ετ-phase transformation. A more detailed 
study involving ab initio calculations is underway, 
and we aim to better understand the driving forces 
of this segregation behaviour and its effect to the 
defects on the magnetic properties for the Al45Mn55 
alloy. This approach is also expanded to low rare 
earth containing high performance magnets such 
as Sm-Fe-Ti based, in collaboration with Profes-
sor Oliver Gutfleisch’s Functional Materials group 
in TU Darmstadt. The obtained results and their in-
terpretation will be used for improving the magnetic 
properties of these alloys by means of further tuning 
alloying and processing.
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Friction of sliding components and surface wear 
occur in the majority of transportation and manu-
facturing systems. The associated friction induced 
energy losses are high, in combustion engines they 
are around 30-40%. Steels are often used for these 
applications as they offer low friction surfaces with 
ultra-mild wear volumes (<1×10-7 mm3 per periodic 
cycle). Steel contacts can be either unlubricated (e.g. 
in the food industry) or lubricated to further reduce 
friction and wear.

We executed cycl ic contact experiments                      
(90 k cycles; 1.89 MPa contact pressure; frequency                
2.5 Hz at macroscale and 0.33 Hz at microscale) at 
the macroscale (sphere radius = 27 mm) and micro-
scale (sphere radius = 145 µm) and quantified the 
surface chemistry. The observed films are chemically 
and topographically similar to layers that evolve dur-
ing conventional tribology [1]. In these layers, Zn, P 
and S are enriched compared to the contact outside 
and more oxygen is present. Moreover, the size of 
the film is similar to the Hertzian contact domain.  
This knowledge will be used to create a tribolayer 
growth model.

In addition to chemical surface layers, also the 
subsurface microstructure evolves during tribological 
loading. We studied the deformation of an austenitic 
[2,3] and pearlitic steel during  microasperity friction. 
In pearlite, we observed that the cementite lamellae 
deform by bending (Fig. 2), undergo severe thickness 
changes and shear while only few lamellae fracture; 
despite of the brittle nature of cementite. The under-
standing of the ductile behaviour of cementite during 
microtribology requires a fundamental understanding 
of the local deformation. To this end, we executed 
microcantilever bending and micropillar compres-
sion experiments of pure cementite samples. Those 
experiments revealed that dislocation-mediated plas-
ticity occurs as discete slip steps are present on the 
cantilever and pillar surface. The maximum plastic 
strain is on the order of 7% in pillar compression. 
However, the microscale experiments failed to exhibit 
severe bending as observed during microtribology. 
To further the insight of the severe bending, FEM 
simulations were executed to quantify the adiabatic 
heating due to plastic deformation. Those simulations 
revealed temperatures in excess of 600°C during 
microtribology.

The above described activities on pearlite target 
basic tribological principles and prepare the ground 
for understanding a complex phenomenon occur-
ring during service in bearings: the formation of 
white etching cracks (WECs). These initiate below 
the bearing surface and eventually extend to the 
raceway what leads to catastrophic failure.  Although 
this failure mode is known for more than 100 years 
and causes enormous economic costs worldwide 
so far neither the mechanism is understood nor are 
reliable countermeasures available. The research 
activities at the MPIE have revealed that failure by 
WEC is caused by a so far unknown crack propa-

Fig. 1: Distribution of elements in the macroscale cyclic 
contact as determined by quantitative electron probe 
microanalysis EPMA. The maxima are 100at.% for Fe; 
5at.% for  Cr, O; 1at.% for  Mn; 0.5at.% for Zn;0.2at.% for 
P, S; 0.02at.% for Ca. The experiment was carried out us-
ing 100Cr6 steel on steel contact with ZDDP in a mineral 
oil.

Lubricants use a number of additives that im-
prove the wear resistance and reduce friction. 
Zinc-dialkyldithiophosphates (ZDDP) are currently 
the most frequently used anti-wear additives, which 
result in roughly 100 nm thin and amorphous surface 
layers that consist of material patches that have 
a few micrometer extension. However, improved 
environmental standards require a decrease in the 
use of phosphates and sulphates. To mirror the 
beneficial behaviour of ZDDPs onto next generation 
additives, the generation mechanisms of ZDDP-
induced tribolayers have to be identified. To this end, 
we - in collaboration with colleagues at the Institute 
for Machine Elements and Systems Engineering, 
RWTH Aachen University - investigated the tribofilm 
generation by focusing on the mechanical activation 
of surface layer growth (Fig. 1).
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gation mechanism [4]. Cracks have been known to 
continuously extend until failure occurs and this holds 
also for WECs. However, WECs show additionally to 
that a unique particularity: they “roam” through the 
material, viz. they continuously change their position, 
leaving behind a severely plastically deformed area. 
This so called white etching area (WEA) consist of 
nanocrystalline ferrite surrounded by carbon (C) 
grain boundary segregation [5] as known also from 
the case of cold drawn pearlitic wires.

As WECs initiate within the bulk, their fracture 
surfaces are not oxidized.  When these get in contact 
during a compressive loading cycle strong adhesive 
forces form and material can be transferred from 
one side of the fracture surface to the other. Many 
repetitive loading cycles lead to a macroscopic 
change in the crack position (Fig. 3). The element C 
plays a key role in the process [6] as it - on the one 
hand - stabilizes the WEA microstructure by lowering 
the grain boundary energy, whichreduces the driving 
force for dynamic recrystallization [5]. On the other 
hand, C forms a film on the fracture surfaces which 
prevents the complete closure of the crack and 
supposedly acts as a solid lubricant that facilitates 
fracture surface rubbing.

The formation of WECs involves the decomposi-
tion of carbides which act as a reservoir for C. Further 
research is targeted towards understanding pre-
cipitate stability and decomposition. The remarkable 
immunity of high nitrogen (N) bearing steels to WEC 

Fig. 2: Cross-section of pearlite after microtribological ex-
periment: cementite lamellae being embedded in ferrite 
can be deformed plastically although cementite on its own 
has only little ductility. The sample was enclosed by Ni for 
protection during cross-section preparation.

Fig. 3: White etching crack (WEC) and white etching 
area (WEA) formation mechanism. During compressive 
loading cycles fracture surface rubbing occurs, leading 
to material transport between the fracture surfaces what 
causes a macroscopic change of the crack position.

failure is elucidated by systematic comparison to the 
commonly employed high C bearing steels. Further, 
the influence of electric current in combination with 
deformation on the decomposition of cementite is 
currently being investigated. In future, tribological 
tests drawing cementite over ferrite will give insights 
into the processes occurring during WEC fracture 
surface rubbing. As the dislocation velocity influ-
ences solute drag, the influence of the deformation 
rate on cementite decomposition will be investigated 
using a custom-built rolling contact fatigue device. 
Further, the influence on hydrogen (H) on cementite 
decomposition will be investigated with a modified 
nanoindenter that allows in situ H charging.
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Experiments on hydrogen trapping sites: The 
increasing use of high strength steels, Ni base super-
alloys and aluminium alloys led to a renewed interest 
in understanding H uptake and trapping in metallic 
materials. The strength of trapping and diffusivity of 
H depends on the microstructure. This investiga-
tion requires suitable methods for H detection. The 
Scanning Kelvin Probe Force Microscopy (SKPFM) 
is a high lateral resolution, unprecedented sensitiv-
ity technique for H detection that was applied for a 
number of different materials, e.g. Pd, Fe, duplex 
steel and Ni-Nb alloys [1-4]. The trapping sites inside 
a Fe-5 wt.-% Ni model alloy were characterized using 
a combination of Thermal Desorption Spectroscopy 
(TDS) and SKPFM (see Fig. 1). The TDS detects no 
traps in the recrystallized material, but indicates at 

least two traps in the cold rolled material. They were 
identified as dislocations and vacancies with desorp-
tion energies of 29 and 38 kJ/mol (0.3eV and 0.39eV) 
[5]. The SKPFM and Kelvin Probe (KP) measure-
ments give indirect confirmation that the vacancy 
density is higher close to inclusions, most probably 
at the oxide inclusion-matrix interface, and that even 
the recrystallized material has such H traps. In Fig. 
1b), KP allows obtaining quantifiable potentials and 
shows that the average background signal is much 
higher for the cold rolled sample compared to the 
recrystallized one, indicating a 100 times higher H 
release rate. This means that the H release around 
inclusions detected by SKPFM is much lower in the 
recrystallized sample than in the cold rolled one. This 
example shows the advantage of using a combina-
tion of TDS and SKPFM for a more detailed trap 
characterization of materials.

Simulations on hydrogen trapping sites: Ab 
initio based simulations allow us a systematic study 

Fig. 1: (a) TDS and (b) SKPFM map for a Fe-5 wt.% Ni alloy [5]. (c) Energy profiles of H at a (001)Fe/(001)TiC interface, 
which is perfect (purple solid), contains a misfit dislocation (purple dashed), a vacancy in the carbide (red solid), or a 
chain of vacancies starting at the interface (red dashed), see also [6].

of the H trapping next to precipitates and inclusions, 
taking the impact of vacancies as well as the pos-
sibility of H-enhanced decohesion into account. 
Investigations have, for example, been performed 
for cementite, k carbide, Cr carbides, and TiC, in the 
CM department and in collaboration with external 
groups. In the prototype case of TiC precipitates misfit 
dislocations and incoherencies have been simulated 
by well-defined crystal translations and modified 
orientation relationships, respectively [6]. The good 
agreement with trapping energies measured in TDS 
validates the reliability of this approach. We observe 
that the trapping of H to a perfectly coherent interface 
is moderate (0.32 eV) and is slightly enhanced (0.46 
eV) for misfit dislocations (Fig. 1c). There are differ-

ent scenarios for the trapping by C vacancies near 
the interface. Directly at the interface, a C vacancy 
yields a similar trapping energy as for misfit disloca-
tions, while a vacancy insight the carbide shows a 
very deep trap with barriers of more than 1.7 eV. The 
most efficient trapping mechanism are chains and 
accumulations of C vacancies near the TiC interface 
to the matrix, a scenario that could explain the large 
traps at oxide-matrix interfaces, as measured by 
SKPFM and TDS. 

Influence of hydrogen on incipient plasticity in 
iron alloys: The failure mechanisms that initiate at 
the atomic scale due to H absorption and interaction 
with trap binding sites, i.e. interfaces, precipitates 
or dislocations, can be studied independently by 
nanoindentation due to the small volume probed. In 
addition, in situ charging the sample with H avoids 
the formation of concentration gradients related to 
desorption. Two custom electrochemical cells were 
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built for in situ H charging during nanoindentation: 
“front-side” charging with the sample and indenter 
tip immersed into the electrolyte, and “back-side” 
charging where the analyzed region is never 
in contact with the solution. As case study, we 
investigate homogeneous nucleation of dislocations 
in bcc FeCr alloys depending on the H content. While 
directly charging with H in the back-side setup (inset 
in Fig. 2a), KP measurements over a Fe-20 wt.%Cr 
alloy showed a fast H diffusion rate towards the upper 
surface (1.5x10-6 cm2/s) as well as a pronounced 
release flow. During nanoindentation, a reduction in 
the pop-in load indicating the yield stress decrease 
with the increase of H content. The formation of 
multiple pop-ins provides evidence for the decrease in 
the resolved shear stress and enhanced dislocations 
nucleation. This behaviour is consistent with a 
multiscale simulation of homogeneous dislocation 
nucleation combining atomistic information (e.g., 
dislocation-core structure, H-H interaction) and 
a self-consistent iterative method for the local 
H concentration in a dislocation stress field [7]. 
According to that approach, the reduced critical shear 
stress can be explained as an effective decrease of 
the dislocation line energy due to the interaction with 
diffusible H.

Hydrogen in CoCrFeMnNi High Entropy Alloy 
(HEA): Besides the conventional alloys discussed 
above, we also probed the H effects on the novel 
high-entropy alloys which contain multiple principal 
elements in equiatomic or near-equiatomic concen-
trations. We demonstrated that H can be utilized for 
the case of an equiatomic CoCrFeMnNi HEA to tune 
beneficial strengthening and toughening mechanisms 
rather than undergoing catastrophic failure due to H 
embrittlement at room temperature [8]. Specifically, 
our work showed that a proper concentration of H 
actually jointly increases both strength and ductility 
of the CoCrFeMnNi HEA. This stress and ductility 
increase is owing to the fact that H can cause a 
significant increase in the nano-twin density, thereby 
increasing the alloy’s work-hardening capability, 

Fig. 2: (a) Cumulative plot of the pop-in load for the (1 0 0) grain orientation showing a decrease related to H charging. 
Inset: back-side set-up for electrochemical charging. (b) Nanotwinned microstructure in a high entropy alloy with a high 
H concentration at the surface (top side) and low H concentration in the interior (bottom side). Inverse pole figure map 
of the grain orientation determined by electron backscatter diffraction (EBSD).

and thus increasing both strength and ductility [8]. 
We further investigated the H effect on the CoCrF-
eMnNi HEA at cryogenic temperatures. It was found 
that the exceptional damage tolerance of this HEA 
at cryogenic temperatures can be maintained even 
when exposed in H containing environment [9]. This 
resistance is enabled by a self-accommodation 
mechanism: the higher the local H content, the 
higher is the twin formation rate. Accordingly, the H’s 
through thickness diffusion gradient translates into a 
nano-twin gradient that counteracts material weaken-
ing by enhanced local strengthening (Fig. 2b). The 
beneficial effect of the gradient nano-twin structure 
overcompensates the H embrittlement, and hence 
leading to the absence of H-induced surface cracks 
upon tensile deformation at cryogenic temperatures 
[9]. Thus, these investigations provide new insights 
for designing H tolerant materials.
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- MICROSTRUCTURE-RELATED MATERIALS PROPERTIES -

Hydrogen embrittlement (HE) is a significant chal-
lenge in high strength alloys were the ingress of H 
can cause a sudden and often catastrophic loss in 
ductility and premature failure. Ti and Zr based alloys 
are both known to be particularly prone to HE. Direct 
quantification of H in alloys with near-atomic resolu-
tion is critical to gain a better understanding of HE 
and has only recently become a possibility through 
the use of advanced atom probe tomography (APT) 
techniques. Isotope marking with deuterium (D) al-
lows to discriminate D from within the specimen from 
the spurious residual H from the vacuum chamber 
of the microscope. Both Ti and Zr, and their respec-
tive alloys have a high affinity for hydrogen and are 
typical hydride formers. 

We charged a Zircaloy-4 with D to form stable 
deuterides and successfully characterised the na-
nostructure of the deuteride growth front using APT. 
We observed by a combination of transmission 
electron microscopy and atom probe tomography the 
presence of an intermediate, metastable deuteride 
present at the interface with the metal, as well as 
rejection of Sn from the deuteride, with a significant 
enrichment of Sn at the growth front of up to 2 at.%. 
This behaviour suggests that Sn may help to retard 

Fig. 1: Focused-ion beam preparation of the specimen from a specific deuteride; conventional and high-resolution 
transmission electron microscopy of the deuteride-metal interface; Close-up on an atom probe tomography reconstruc-
tion and composition profile of the complex deuteride-metal interface.

further deuteride growth and have a significant in-
fluence on the growth rate. Such information could 
have significant implications for controlling hydride 
evolution in Zr based alloys and reducing the sever-
ity of DHC [1].

In parallel, significant efforts have been devoted 
to investigating hydride formation in titanium. Ti-
hydrides are brittle phases which cause premature 
failure of Ti-alloys. Ti adopts either a hexagonal 
close-packed structure, (α) which has negligible 
solubility for H, and a body-centred cubic structure, 
(β) which can absorb significant amounts of H. The 
main model for embrittlement involves the growth of 
hydride films at interfaces that provide rapid trans-
port of H, enhance segregation and thus accelerate 
hydride nucleation and growth, where crack initiates 
and propagates. We revealed by joint transmission 
electron microscopy and atom probe tomography 
that hydrides are prone to form at α/β interfaces and/
or α lath boundaries in both pure-Ti and an array of 
alloys. The example of Ti-4 wt.%Mo is summarised 
in Fig. 2 (a-f). In contrast, Al-containing commercial 
alloys, such as Ti-6Al-4V and Ti-6Al-2Sn-4Zr-6Mo al-
loys, could dissolve slightly more H and do not show 
hydrides. The strength of the α matrix seems to play 
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Fig. 2: (a-f) Correlative TEM and APT analysis showing hydride formation at α/β interfaces in a Ti-4 wt.% Mo binary 
alloy; (g-h) H distribution and composition profile across the α/β interface in Ti-6Al-2Sn-4Zr-6Mo.

a prominent role in hindering hydride formation, as 
the hydride growth must be accommodated by both 
elastic and plastic deformation. Therefore, the alloyed 
α phase probably requires greater supersaturation of 
H to create an adequate driving force for the forma-
tion of hydride. Our studies confirmed that Al alloying 
could increase H solubility in α and suppress hydride 
precipitation in Ti-alloys. The implication of our find-
ings is that hydrogen embrittlement in commercial 
Ti alloys (with Al addition) near room temperature is 
probably not a consequence of hydride formation but 
the concentration of H in the β phase that can pro-
mote local decohesion or enable enhanced localized 
plasticity facilitating accelerated nucleation of cracks 
[2]. More work in this area, with a bridge to the CM 
department is underway through the appointment of 
a postdoctoral scientist joint between the groups of T. 

Hickel and B. Gault’s ERC-Consolidator Grant  (see
p. 70 ), and the development of further infrastructure
for gas-charging in collaboration with M. Rohwerder’s
group.
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- DEVELOPMENT OF ADVANCED MATERIALS -

Over the past decades, it has become clear that 
understanding the interplay between structure, 
composition and properties requires the combina-
tion of advanced characterization techniques with 
compatible yet complementary strength. Electron 
microscopy and atom probe tomography form a good 
match as the former lacks the precise ppm-level 
compositional information whereas the latter does not 
allow for full structural analysis. In combination with 
ab initio simulation, which resolve their underlying 

boundary in a Cu(In,Ga)Se2 thin film used for solar 
cell application [1]. These solutes affect the degree 
of passivation of the grain and hence the transport 
properties of the film and the performance of the 
solar cell.

Moving up in scale, high-resolution scanning trans-
mission electron microscopy (STEM) was performed 
on an atom probe specimen to reveal the atomic-
scale structure of the material. A high-Mn weight-
reduced Al-containing austenitic steel, strengthened 

Fig. 1: (A,B) Image quality maps from a transmission Kikuchi diffraction measurement taken directly on an atom probe 
tomography specimen. The dark contrast corresponds to a random high angle grain boundary (C) with a disorienta-
tion angle of 37.8°around the [201] axis. (D,E) Reconstructed atom probe data showing the Na and K distributions. (F) 
composition profile across the grain boundary reveals clear segregation [1].

chemo-mechanical coupling, a powerful toolbox for 
materials characterization becomes available. 

A first example can be found in the combination 
of atom probe tomography with transmission Kikuchi 
diffraction. This technique exploits the diffraction of 
the electrons that have gone through the specimen to 
retrieve the local structure and grain orientation within 
the specimen. This is illustrated in Fig. 1, where a 
grain boundary is clearly imaged and characterized 
crystallographically in terms of its misorientation as 
well as chemically in terms of its local composition 
measured by atom probe.  The study reveals strong 
segregation of Na and K impurities to the grain 

by precipitation of coherent ordered κ-carbides upon 
heat treatment at 600°C was characterized [2]. Elec-
tron microscopy reveals the structure of the precipi-
tates and their coherent interface with the matrix, as 
well as the local strain in the matrix with near-atomic 
resolution through advanced data processing. This 
information can be correlated with the compositional 
roughness of the interface observed in the atom 
probe data. The level of chemo-structural details from 
both techniques allowed to directly bridge to density 
functional theory calculations in order to understand 
how elastic strain fields impact the local concentra-
tions of alloying elements at the atomic scale [3]. 
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Finally, although significant effort was dedicated to 
developing protocols for correlative electron micros-
copy, atom probe tomography [4] as well as density 
functional theory (see p. 191), little has been done to 
truly combine the two streams of data and inform one 
technique with the results from the other. Here, we de-
veloped an approach that involved cross-correlation 
of a simulated electron image corresponding to the 
atom probe data with the electron micrograph of the 
specimen acquired prior to analysis. By systemati-
cally exploring the parameter space for reconstructing 
atom probe data and the possible rotations of the 
dataset with respect to the specimen, the results of 
the correlation is an optimised reconstruction of the 
atom probe data [5], as outlined in Fig.3.

Fig. 2: a) The close-up images are a high-angle-annular dark field (HAADF) image showing individual atomic columns 
that differ between the ordered precipitates (κ) and the matrix, as well as the corresponding atomic resolution strain εxx 
map. b) Annular bight field (ABF) STEM image of a needle-shaped specimen showing cuboidal κ-carbides in an aus-
tenitic matrix. The corresponding reconstructed atom probe data is shown to scale and highlights the C distribution. c) 
The ab initio calculations explain how strain and the solubility of C in the matrix are connected [3]. 

Fig. 3: Step by step workflow for improving the fidelity of atom probe tomography reconstructions via digital image cor-
relation with a transmission electron micrograph of the specimen acquired prior to the analysis [3].

References
1. Schwarz, T.; Stechmann, G.; Gault, B.; Cojocaru-

Mirédin, O.; Würz, R.; Raabe, D.: Prog Photovoltaics 
26 (2018) 196.

2. Yao, M.; Welsch, E.D.; Ponge, D.; Haghighat, 
S.M.H.; Sandlöbes, S.; Choi, P.-P.; Herbig, M.; Blesk-
ov, I.; Hickel, T.; Lipinska-Chwalek, M.; Shanthraj, P.; 
Scheu, C.; Zaefferer, S.; Gault, B.; Raabe, D.: Acta 
Mater 140 (2017) 258.

3. Liebscher, C.; Yao, M.; Dey, P.; Lipińska-Chwalek, 
M.; Berkels, B.; Gault, B.; Hickel, T.; Herbig, M.; May-
er, J.; Neugebauer, J.; Raabe, D.; Dehm, G.; Scheu, 
C.: Phys Rev Mat 2 (2018) 023804.

4. Herbig, M.: Scripta Mater 148 (2018) 98.
5. Mouton, I.; Katnagallu, S.; Makineni, S.K.; Cojocaru-

Mirédin, O.; Schwarz, T.; Stephenson, L.T.; Raabe, 
D.; Gault, B.: Microsc & Microanal (2019) accepted.



183

S
E
L
E
C
T
E
D

H
I
G
H
L
I
G
H
T
S

Towards High Stiffness and Damage Tolerance: 
Mo2BC as a Model Material

S. Gleich 1, R. Soler 2, J.-O. Achenbach 3, C. Kirchlechner 2, G. Dehm 2, C. Scheu 1, 
J.M. Schneider 3,4

1 Independent Max Planck Research Group on Nanoanalytics and Interfaces (NG)
2 Department of Structure and Nano-/ Micromechanics of Materials (SN)

3 Max Planck Fellow Group on Self-Reporting Materials
4 RWTH Aachen University

- DEVELOPMENT OF ADVANCED MATERIALS -

High stiffness commonly comes at the expenses of 
a poor damage tolerance, as high strength and high 
fracture toughness have been traditionally found to 
be self-excluding. However, some materials have the 
promise to combine these properties. Mo2BC was 
predicted by ab initio calculations to exhibit both, an 
exceptional stiffness with a high Young’s modulus of 
up to 470 GPa and a bulk modulus to shear modulus 
ratio indicating the possibility for moderate ductility 
[1]. Thus, from the calculated electronic structure 
point of view Mo2BC has the potential to combine 
the traditionally conflicting properties of high stiff-
ness and damage tolerance. To explore whether this 
unusual combination can be confirmed by experi-
ments, magnetron sputtering at different substrate 

Fig. 1: Plan-view scanning transmission electron microscopy images of the Mo2BC films deposited (a) at 380 °C and (b) 
630 °C. Exemplary, Ar-rich Mo-B-C disordered clusters are marked by dotted circles. The enlarged region of the grain 
interior in (b) shows the stacking sequence in [100] orientation. The figures are taken from [3].

temperatures was used to synthesize Mo2BC films 
for further studies by mechanical testing and micro-
structure characterization. First nanoindentation tests 
confirmed the predicted high Young’s modulus and 
revealed plasticity by a visible material pile-up at the 
edge of the indent [1]. Additionally, Mo2BC coatings 
on ductile substrates exposed to tensile stresses 
were found to be significantly less prone to cracking 
than bench-mark TiAlN coatings [2]. Since the first 
screening experiments were successfully indicating 
damage tolerance, high stiffness and hardness, we 
decided to analyze the structure - property relation-
ships in more detail.

Nanostructure, hardness and Young’s modu-
lus: The evolution of the nanostructure of Mo2BC 
coatings was studied as a function of the growth 
temperature and linked to the corresponding me-
chanical properties [3,4]. X-ray diffraction studies 
and advanced transmission electron microscopy 
investigations revealed a strong substrate tempera-
ture influence on the crystallinity of the bipolar pulsed 
direct current magnetron sputtered Mo2BC films. 
The coatings deposited at substrate temperatures 
between 380 °C to 630 °C range from partially amor-
phous for the coatings deposited at 380 °C to fully 
crystalline for the ones deposited at 630 °C (Fig. 1) 
[3]. This change in microstructure is also reflected in 
the mechanical response. The hardness and Young‘s 
modulus increased with increasing deposition tem-

perature from 21 GPa to 28 GPa and 259 GPa to 
462 GPa, respectively. We attributed this increase to 
the change in the nano- and microstructure and the 
corresponding changes in the average bond strength 
and stiffness [3]. Advanced scanning transmission 
electron microscopy studies in conjunction with atom 
probe tomography revealed a large number of de-
fects within all deposited films. For example, Ar-rich 
Mo-B-C disordered clusters with a diameter of about 
1.5 nm were observed in the films which are related 
to the magnetron sputtering process [3]. Besides 
these disordered clusters, the fully crystalline films 
deposited at 630 °C possess structural features at 
various length scales [3,4]. There are bundles of co-
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lumnar grains (~10 nm in diameter) with dimensions 
of up to several micrometers in growth direction [4]. 
The atoms at the grain boundaries are less ordered 
compared to the grain interior, where stacking faults 
are present [4]. The thermal stability of the films was 
investigated by ex situ and in situ X-ray diffraction and 
transmission electron microscopy [5]. The partially 
amorphous film deposited at 380 °C transformed to 
fully crystalline during annealing resulting in grain 
sizes up to 1 µm at elevated temperatures. Up to  840 
°C the interface to the Si substrate remained intact 
without delamination [5]. 

Fracture toughness studies of Mo2BC: In order 
to obtain information on the fracture toughness, two 
different approaches were selected [6]. Indentation 
induced crack initiation was chosen to obtain the 
fracture toughness of the films attached to the sub-
strate while notched cantilevers were used to obtain 
the fracture toughness of the films itself. The films 
grown at substrate temperatures of 380 and 480°C 
exhibit compressive stresses after cooling to room 
temperature, whereas the film grown at 580 °C shows 
tensile stresses after cooling [6]. The tensile stresses 
of the 630 °C deposited film are even larger, causing 
cracks when cooling down to room temperature, thus 
only a lower bound of the tensile film stress can be 
measured by wafer curvature with 0.4 GPa. Interest-
ingly, indentation induced fracture leads to a lower  
apparent fracture toughness for the films grown at 
630 °C compared to the lower deposition tempera-
tures (Fig. 2). In contrast, notched cantilevers reveal 
the opposite trend, the higher the deposition tempera-
ture and crystallinity, the tougher the Mo2BC coating 
with a maximum average fracture toughness of 
4.7±0.52MPa√m for the fully crystalline film deposited 

Fig. 2: Nanoindentation induced cracks in Mo2BC coatings deposited on Si substrates at a) 380 °C, b) 480 °C,                     
c) 580 °C and d) 630 °C. The film stresses and apparent fracture toughness of the Mo2BC films attached to the sub-
strate are clearly related [6].

at 630 °C. The linear elastic slope during loading of 
the notched beams does not indicate plasticity. This is 
also supported by fractography revealing brittle frac-
ture. However, fractography indicates intergranular 
fracture along the columnar grain boundaries of the 
grains with their nanometer sized column diameters 
[6]. Future experiments on large grained Mo2BC are 
required to resolve the fracture toughness of the bulk 
and to analyze dislocation plasticity.
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- DEVELOPMENT OF ADVANCED MATERIALS -

High-entropy alloys (HEAs) are multi-component 
metallic materials consisting of four or more elements 
in high or even equimolar fractions [1-3]. The number 
of compositions explored is increasing rapidly due 
to the growing research efforts in this field driven by 
some promising mechanical HEA properties such as 
high fracture toughness at cryogenic temperatures. 
The main challenge that HEA research is facing is 
how to efficiently explore their huge compositional 
and microstructural spaces for novel materials with 
promising property profiles. Therefore, we have been 
working on different approaches for the combinato-
rial and high-throughput synthesis and processing 
of HEAs [3].

The first approach we employed is rapid alloy 
prototyping (RAP) which is a semi-continuous high-
throughput bulk casting, rolling, heat treatment and 
sample preparation method developed at the MPIE, 
and has been successfully applied to screening 
weight-reduced TWIP-type steels, high strength 
martensitic steels and HEAs [3,4]. The RAP approach 
enables casting of five different alloys with tuned com-
positions of an alloy system in one operation. This is 
achieved by using a set of five copper moulds which 
can be moved stepwise inside the furnace. Following 
casting, the alloy blocks with a thickness of 10 mm 
and varying compositions are subsequently hot-rolled 
in air. This step is required for removing dendrites and 
casting porosity. After the final hot-rolling pass, the 
HEA plates are homogenized at high temperatures 
(e.g., 1200 oC) for several hours (e.g., 2 h) under Ar 
atmosphere, followed by water quenching. Since the 
homogenized HEA plates generally exhibit a large 
grain size, cold-rolling and annealing are required for 
refining the microstructure towards better mechani-
cal properties. Thickness reduction by cold-rolling is 
generally higher than 50% to obtain a sufficiently high 
driving force for primary recrystallization. After these 
microstructure-tuning processing steps, samples for 
microstructure investigation and performance test-
ing are machined from the alloy segments by spark 
erosion. Various characterization methods are then 
used for probing composition-microstructure-property 
relationships (Fig. 1).

The second high-throughput method for multi-
component HEAs is utilizing diffusion multiples which 
can serve for alloy synthesis through systematic inter-
mixing among blocks of pre-alloyed composition [3]. 

This allows three or more metal blocks to be placed in 
diffusional contact. Generally, such diffusion-multiple 
setups are subjected to a high temperature to induce 
thermal inter-diffusion to form continuously compo-
sitionally graded solid solutions and/or intermetallic 
compounds. In a diffusion-multiple assembly, the con-

Fig. 1: Microstructure, compositional homogeneity state 
(a,b) and tensile properties (c) of an interstitial high-entropy 
alloy (Fe49.5Mn30Co10Cr10C0.5, at. %) in different processing 
conditions obtained after specific steps of rapid alloy pro-
totyping [3]. FCC, HCP and HAGB refer to face-centred 
cubic phase, hexagonal close-packed phase and high-
angle grain boundaries, respectively. “HR”, “Homo” and 
“CR” refer to hot-rolling, homogenization and cold-rolling, 
respectively.

tacted surfaces of different metal blocks are required 
to be polished and cleaned without contamination. 
The aggregates are then treated in a hot isostatic 
pressing (HIP) process at high temperature (e.g., 
1200 oC) for several hours to achieve intimate interfa-
cial contacts of all constituent blocks. Subsequently, 
the diffusion multiple is heat-treated at a high tem-
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perature (e.g., 1200 oC) for a long period (generally 
above 24 h). The total time of heat-treatment at high-
temperature is determined for achieving diffusion 
profiles with sufficiently large extension, so that the 
solid-solution phases and/or intermetallic compounds 
formed in the diffusion-multiple are large enough to 
be subsequently characterized without interference 
from neighbouring phases [3]. 

The third approach for the high-throughput synthe-
sis of HEAs is combinatorial laser additive manufac-
turing (LAM) enabling synthesis of compositionally 
graded materials which allows many variants to be 
probed efficiently for instance by using established 
micromechanical testing methods [3]. The compo-
sitionally gradient part can be designed to include 
large compositional steps, and it can also proceed 
with a smoothly graded transition from one composi-
tion to another. Also, metal-matrix-composites, e.g., 
nano-particle reinforced HEA-based materials, with 
a compositionally graded matrix can be fabricated by 
LAM. This can be realized when one of the powders 
being transferred into the laser has a significantly 
higher melting temperature than the others, thereby 
avoiding that particles pre-alloy with powders of lower 
melting point [3].

The fourth high-throughput technique used for 
probing the large HEA space is pursued together 
with A. Ludwig at the Ruhr-Universität Bochum. His 
group synthesizes multinary thin-film materials librar-
ies, i.e. well-defined and large thin-film composition 
gradients across a substrate wafer fabricated in a 
single experiment. Co-deposition from cathodes that 
are tilted with respect to the substrate plane results in 
wedge-shaped nanoscale thin films that are thickest 
from the geometrically closest edge of the substrate 
to thinnest at the farthest edge. Multiple cathodes 
evenly distributed around the centre of a substrate (3 

Fig. 2: Field with varying quinary HEA compositions contained in a thin-film library of Cr-Mn-Fe-Co-Ni co-sputtered 
from individual single-element targets, indicating the relative concentrations at each of 342 EDS measurement points 
(EDS: energy dispersive X-ray spectroscopy). The legend identifies the elements and respective cathode positions in 
an opened co-sputter chamber [3].

cathodes: 120° separation, 4 cathodes: 90° separa-
tion, 5 cathodes: 72° separation) each produce such 
a wedge, with the resulting composition at any point 
on the substrate being the sum of the material arriving 
from each cathode (Fig. 2). Co-sputtered films are 
atom-scale mixtures of the materials that are often 
subsequently annealed to form thermodynamically 
stable phases and reduce defects.

To promote the efficient high-throughput develop-
ment of HEAs, theoretical guidance is critically im-
portant, capable of suggesting suited mechanical or 
magnetic trends for the design of alloy compositions 
[5]. For instance, to design strong, tough and ductile 
HEAs, we found that phase (meta)stability of HEAs is 
an important feature which can be well tuned in terms 
of composition adjustment to introduce activation of 
athermal deformation mechanisms (TWIP/TRIP), 
thereby improving the range of accessible strength-
ductility combinations [2,5]. Accordingly, parameter-
free ab initio simulations and thermodynamic calcu-
lations are used to provide guidance for adjusting 
stacking fault energies and/or free energy differences 
between phases to assist the high-throughput HEA 
development [5].
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- DEVELOPMENT OF ADVANCED MATERIALS -

Magnesium and its alloys have a hexagonal 
crystal structure. Their wider application is hin-
dered by their poor ductility. The lack of room 
temperature formability is caused by deformation 
being confined to  basal <a> dislo-
cation slip which does not allow accommodation 
of strain along the crystal c-axis (Fig. 1).

Strain along the crystal c-axis can only be ac-
commodated by the activation of non-basal slip in 
hexagonal crystals, i.e. it is crucial for compatible 
polycrystalline deformation of Mg [1]. Alloying 
with yttrium and rare earth (RE) elements has 
been shown to improve the room temperature 
ductility [1-3]. Recent studies revealed that such 
ductility increase in Mg-Y and Mg-RE alloys is 

Fig. 1: Pure polycrystalline magnesium fails brittle already at low strains (top row). The new Mg-1Al-0.1Ca alloy can be 
cold rolled to 54% thickness reduction (bottom row) [5].

caused by <c+a> dislocation slip providing out-
of-basal-plane shear [1-3]. 

The activation of out-of-basal-plane shear 
through Y or RE elements in Mg is correlated 
with a decreased I1 intrinsic stacking fault energy 
(I1 SFE). The I1 SFE decreases with increasing 
Y and RE concentration. This is used here as a 
parameter connected with the ductility increase 
in the Mg-Y and Mg-RE systems. We conducted 
ab initio assessments of the thermodynamic, en-
ergetic (elastic energy) and structural-volumetric 
interactions of yttrium and RE atoms in Mg in 
solid solution and their effects on the I1 SFE to 

understand the origin of slip system selection. 
We developed a quantum mechanically guided 
treasure map for Mg alloying [4,5]. The idea is 
to start from a Mg-Y alloy that is ductile, yet, is 
commercially not attractive, and search for alloy 
compositions matching the reference system as 
closely as possible for selected element-specific 
properties. This proximity between two alloys is 
expressed by a similarity index Yc=1-{∑αwα(α - αc)2 }1/2 
where the subscript c describes the chemical 
composition of the new alloy, α describes a se-
lected set of element-specific properties and wα 
are the weighting factors. This proximity factor  
Yc is referred to as yttrium-similarity index, YSI.

To determine a set of elemental properties 

and weighting factors we used density-functional 
theory to compute reference quantities for a set 
of solid-solution binary Mg1-xXx alloys (x<<1) [4,5]. 
We identified three correlations: the atomic vol-
ume of pure solutes, their electronegativity and 
their bulk modulus. From the correlation coeffi-
cients we obtained the weight, wα. We screened 
2850 ternary combinations (Fig. 2a) and identi-
fied 17 ternary alloys highlighted in Fig. 2b with 
YSI values ≥ 0.95. Fig. 2a shows a symmetric 
matrix of all 2850 solute pairs computed, where 
the respective solutes are given on the x- and y-
axes. The intersection points of each solute pair 
of the y- and x-axis are marked by a coloured 



188

S
E
L
E
C
T
E
D

H
I
G
H
L
I
G
H
T
S

- INTER-DEPARTMENTAL RESEARCH ACTIVITIES - SELECTED HIGHLIGHTS - 

point indicating the similarity of that pair to Y. 
Yellow colour corresponds to a high similarity to 
Y (high YSI) and blue to a low YSI. In the upper tri-
angle of Fig. 2b only those solute pairs with an YSI 
above 0.95 (i.e. 95% or higher similarity to Y) are 
shown. The solutes are listed at the x- and y-axis 
in Fig. 2b. From this list 11 alloys are RE/Y-free. 
We applied a second filter ruling out element pairs 
which are incompatible with recycling constraints, 
toxic, not sufficiently soluble in Mg or too expen-
sive so that only one alloy system remains, viz. 
Mg-Al-Ca [4-6]. With this result we synthesized a 
new material, namely, Mg-1Al-0.1Ca (wt.%). Fig. 
3 shows the tensile stress-strain behaviour of the 
new alloy in comparison with pure Mg and binary 
solid solution Mg-RE and Mg-Y alloys revealing 
superior mechanical properties.

Fig. 2: Yttrium-similarity index, YSI for the 2850 solute pairs computed in this study and visualized in the form of a 
symmetric matrix (a) with yellow indicating a high similarity and blue a low one. Solute pairs that have a high index 
(YSI>0.95) are shown in the upper triangular part in (b). Applying a cost and solubility filter only a single pair, Al-Ca, 
remains (c) [5].

Fig. 3: Engineering stress-strain curves of the new Mg-Al-Ca alloy shown in Fig. 1 in comparison with solid solution Mg-
Y, Mg-RE, pure Mg and Mg-Al-0.3Ca [5]. The inset shows the ultimate tensile strength – uniform elongation diagram of 
the same alloys. RD: rolling direction; TD: transverse direction. Compositions in weight %.
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- DEVELOPMENT OF ADVANCED MATERIALS -

High-Mn lightweight steels offer a very good com-
bination of high strength, ductility and toughness to-
gether with a reduced mass density due to their high 
Al content. For clarifying the mechanisms responsible 
for the outstanding mechanical properties, we col-
laborated on this topic among several departments 
at the MPIE. The aim was to understand especially 
the origin of the high strain hardening rate in the as 
quenched state (devoid of κ-carbides) [1] and in the 
precipitation hardened state (containing L’12-type 
κ-carbides) and the mechanisms of precipitation 
hardening [2]. For this purpose, the microstructure 
evolution of a high-Mn lightweight steel (Fe-30.4Mn-
8Al-1.2C, wt.%) was studied after interrupted tensile 
testing by electron channeling contrast imaging 
(ECCI), transmission electron microscopy (TEM), 
atom probe tomography (APT) and correlative 
TEM/APT. To quantify the precipitation strengthen-
ing, the anti-phase boundary (APB) energy of the 
(Fe,Mn)3AlC κ-carbides was determined by ab initio 
calculations. The seemingly inconsistent outcomes 
of theory and experiment led to new insights into the 
mechanisms of precipitation strengthening in these 
steels. 

Strain hardening: Interestingly, the material de-
forms in both conditions (as quenched or precipita-
tion hardened) by planar slip, indicating a low cross 
slip frequency. This results in a low rate of dynamic 
recovery and, therefore, a high apparent strain hard-
ening rate. Here, we observe a gradual reduction of 
the spacing between the co-planar slip bands with 
increasing strain, which leads to constantly high strain 
hardening (Fig. 1). To further confirm this mechanism, 
the flow stress was calculated from the coplanar 
slip band spacing on the basis of the dislocation 
passing stresses. The good agreement between the 
calculated values and the tensile test data confirms 
that dynamic slip band refinement is the main strain 
hardening mechanism. 

Precipitation hardening is increasing the yield 
stress, but the strain hardening behaviour is nearly 
the same like in the κ free condition (Fig. 1). Again 
planar slip and dynamic slip band refinement were 
identified as governing deformation mechanisms. 
The resulting strain hardening rate is high enough 
to compensate the negative strain hardening rate 
caused by shearing and fragmenting the κ-carbide 
precipitates. The latter is connected with disloca-
tion penetration and the dragging out of carbon and 
other elements by these dislocations, which leads 

Fig. 1: True stress-strain curve of the alloy in precipitation 
hardened state (red solid line) in comparison to that of 
the alloy in the as quenched state (black solid line). The 
strain hardening curves Θ−ε of both states are shown as 
dashed lines.

to a reduction of the APB energy in the κ-carbides 
as detailed below. Especially at higher strains, the 
shearing and fragmentation of the κ-carbides leads 
to a reduction of the apparent strain hardening rate 
in comparison to the as quenched state.

Precipitation hardening: A heat treatment at 
600°C for 24 h resulted in the formation of κ-carbide 
precipitates and an increase in the proof stress. In 
order to better interpret the resulting hardening, the 
particle size, shape and inter-spacing needs to be 
analysed. This is ambiguous with TEM alone, since 
it only provides a 2D projected image of the micro-
structure. Therefore, to achieve a better topological 
characterization of the precipitate morphology and 
arrangement, APT analysis was performed. Fig. 2 
shows a representative κ/γ microstructure observed 
in the reconstructed 3D atom maps by APT.

Fig. 3 shows TEM micrographs of a deformed 
sample. The whole precipitation structure is shown 
to be sheared along a fine line, indicating the shear-
ing of κ-carbide precipitates by dislocations on the 
same glide plane.

To quantify the precipitation strengthening ef-
fect, the APB energy of the L’12 –type (Fe,Mn)3AlC 
κ-carbides has been determined by ab initio calcula-
tions. The energies for the stoichiometric carbides 
turned out to be much too high to explain the ob-
served shearing by dislocations. We realized that this 
is related to a reduced C content in the precipitates. 
Instead of a stoichiometric C content of 20 at.%, the 
actual C concentration of κ-carbide is in the order 
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of 13 at.% [3]. Therefore, two extreme cases were 
studied, namely, a full occupancy of the body-centred 
interstitial sites by C and a C-free L12 Fe3Al structure. 
The resulting γAPB value of κ-carbide in the current 
alloy is expected to lie in the range of ~350-700 mJ/
m2. The measured particle radius of around 10 nm 
indicates that for the given volume fraction of around 
0.2, the strengthening is then in the range of 900-
1800 MPa. However, experimentally, the κ-carbides 
introduced upon ageing were found to increase the 
yield strength only by ~500 MPa. 

This discrepancy can be explained by the influence 
of dislocation pile-up stresses at the κ-carbide in-
terfaces that assist particle shearing. The pile-up of 
dislocations in the grain interior has been observed 
in the as quenched state with short range ordering 
[1]. This is difficult to be captured by ECCI or TEM 

Fig. 2: Morphology and arrangement of κ-carbide precipitates by APT (3D) and 2D sketches: (a) three representative 
reconstructed 3D APT maps of Fe (red), Mn (yellow), Al (green) and C (purple) atoms. The κ-carbide precipitates are 
visualized with 9 at.% C iso-concentration surfaces. (b) Schematic illustration of 3D morphology and arrangement of 
κ-carbide precipitates based on APT observations. (c) 2D projections of the κ/γ microstructure along <001> directions 
highlighted in (b), reflecting the TEM observations [2].

here in the precipitation hardened state due 
to the high number density of precipitates. 
Calculations [2] indicate that a pile-up size 
of 4-8 dislocations is required to reduce the 
macroscopic strengthening effect to ~500 
MPa, which, based on previous experimental 
observations [1], is a reasonable assumption. 
An additional reason for the lower experimen-
tal yield strength increase by κ-carbide precipi-
tation compared to the calculated value is the 
reduced concentration of alloying elements 
in the matrix due to κ-carbide formation. This 
leads to a reduced solid solution strengthening 
of the matrix and a reduced tendency for short 
range ordering [1]. Both mechanisms reduce 

the effective strengthening contributed by precipita-
tion hardening.

Fig. 3: DF-TEM images showing sheared κ-carbides at a strain of 
0.02 (with g=(010) superlattice reflection used for DF imaging and 
viewing direction close to the [110] zone axis) [2].
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Advanced microscopy and spectroscopy offer 
unique opportunities to study the structure, compo-
sition, and bonding state of individual atoms from 
within complex, engineering materials. Such in-
formation can be collected at a spatial resolution 
of as small as 0.1 nm with the help of aberration 
correction. With advancements in electron source 
brightness and detection efficiency, acquiring spa-
tial maps in 2D and even 3D has become a routine 

to the left compared to the other components, cor-
responding to a reduced oxidation state of Ti. The 
spatial maps of component 3 reveals such reduced 
species come from the interface between the TiO2 
nanoparticle and the AlOOH matrix [3]. 

Dimension reduction of big data benefits re-
searchers not only in presenting the data. Also, the 
subsequent data handling becomes less exhaustive 
and the quantification less biased [2].

Fig. 1: Three major spectral components of 500 electron energy loss spectra of Ti-L3 and -L2 edges, and their spatial 
contribution maps. The pixel size is 2 × 2 nm2 [3].

A second example came from the analysis of the 
field desorption patterns obtained from atom probe 
tomography (APT). APT maps the 3D position and 
chemical identity of up to a billion atoms in a material. 
The pattern formed on the single-particle detector 
often reveals traces of the crystallographic structure 
and orientation of the specimen. However, it remains 
largely under-utilised due to the lack of efficient and 
accurate extraction techniques. We have proposed 
a mixture of feature detection, machine learning and 
deep learning to enable automatic identification of 
crystallographic patterns observed on atom probe de-
tector maps. Preliminary results exploiting theoretical 
geometric relationships have been very promising. A 

- SCALE-BRIDGING SIMULATION AND MATERIALS INFORMATICS -

practice, generating ever bigger datasets to handle.

Researchers at the MPIE now routinely make 
use of tools from the big data community [1,2]. As 
an example, nonnegative matrix factorization (NMF) 
algorithms are applied to electron energy loss spec-
troscopy (EELS) datasets. Fig.1 shows a sparse 
representation of an EELS spectrum imaging, using 
three spectral components and their spatial contri-
bution maps to approximate spectra from 500 pix-
els. The differences in spectral features and their 
spatial origins are presented without the need to in-
spect 500 individual spectra. For example, the Ti-L3 
edge of component 3 has a peak position shifted 
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flow-chart outlining this process is shown in Fig. 2. For 
detector hit-maps obtained from pure-Al specimens, 
our approach correctly characterised the orientation 
of single crystals with 98% confidence.

A database of experimental images for training 
was built, but for more complex materials systems 
and low-symmetry crystallographic structures there 
is not enough labelled data yet. This offers unique 
opportunities to bridge with the CM department. By 
full-scale, theory-driven forward calculations of such 
maps we can build large databases from which the 
machine learning algorithms will learn and refine the 
data analysis, as well as systematically explore the 
ultimate limits of APT crystallography in multi-phase 
multi-component samples. 

Further forays into deploying big-data methodolo-
gies to advanced microscopies will be a future focus 
at the MPIE, as a collaborative project was recently 
awarded funding within the BigMax network (see p. 
53) to pursue approaches to better evaluate large 

Fig. 2: Complete workflow of automated identification of grain orientation via a deep neural network.
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spectral dataset from scanning transmission elec-
tron microscopy (STEM) and extract atomic-scale 
compositional and structural information. In particu-
lar, we develop an automatic classification of high-
resolution STEM image-series into distinct spatial 
regions according to the actual microstructure of the 
sample in order to detect, e.g., intra-grain variations 
or inter-grain differences even in very noisy data. 
Any advances in the analysis will be directly used 
to push the experimental measurement conditions 
to their limits.
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III-V semiconductors have shaped optoelectronic 
technology for decades, and progressively enter 
power electronics, solar cells, and quantum tech-
nology. The bulk materials and nanostructures for 
actual devices are produced by controlled growth, 
be it in gas phase epitaxy, wet chemistry, or colloidal 
synthesis. Surfaces and interfaces therefore play a 
dominant role in determining the materials’ proper-
ties. Surface effects may alter the chemical composi-
tion and provide routes to surface engineer growth 
in order to obtain materials with targeted properties. 
An alternative path to achieve tailored materials is 
the controlled wet-chemical assembly of dissimilar 
components into nanostructured materials. Both ap-
proaches depend critically on the ability to understand 
and control the physics and chemistry at the surfaces 
and at the interfaces. Here, we investigate these and 
highlight recent insights obtained by ab initio model-
ling into growth processes of semiconductor alloys 
and nanostructures.

Today’s power light emitting diodes (LEDs) employ 
InxGa1-xN alloys as active zone for light generation. 
While the InxGa1-xN system allows for continuously 
tuning the colour from UV (pure GaN) to infrared (pure 
InN) in principle, the lack of homogeneous alloys with 
more than 30% Indium content forces us to down-
convert blue light from low-In concentration devices. 
Detailed investigations on the bulk thermodynamics 
of these alloys suggest a favourable ordered phase 
at the technologically relevant In content of 33%, but 
only at low temperatures [1]. However, recent experi-
mental findings indicate that this order even occurs 
at temperatures as high as 950 K. In order to resolve 
this discrepancy we employed DFT calculations and 
investigated In incorporation in the GaN(0001) sur-
faces. For growth under N rich conditions the (0001) 
III-Nitride surfaces reconstruct in order to obey the 
electron counting rule. The latter results in a 2×2 N 
adatom reconstruction which leaves ¾ of the surface 
metal atoms four-fold coordinated in a sp3 configura-
tion and ¼ of them triply coordinated in a planar sp2 
configuration. Although, the stronger Ga-N bonds are 
expected to result in preferential incorporation of In 
at the low coordinated surface sites, our calculations 
reveal a novel reconstruction mechanism, elastically 
frustrated rehybridization (EFR), that contradicts 
this conventional picture: due to their large atomic 
radius, In atoms at the triply coordinated sites are 
hindered from re-hybridizing to the sp2 configuration 
[2]. Instead, they preferentially incorporate to four-
fold coordinated surface sites where rehybridization 
of the triply coordinated Ga is allowed. 

The effect of the above mentioned EFR mecha-

nism on the alloy compositional limits is significant. 
We have calculated the chemical potential of In at the 
surface as a function of the surface In content. As it 
is revealed in Fig. 1 the chemical potential remains 
essentially flat for low surface In contents where In is 
substituted only at sites obeying the EFR mechanism. 
However, increasing the In concentration from ¼  to   

Fig. 1: Chemical potential ∆μ of In at the surface as a 
function of composition x. Green/blue and red dots cor-
respond to the lowest- and higher-energy configuration/s 
for each x, respectively. The dashed lines are guide-
lines for the eye. (Inset) Top view of the lowest energy                 
(2√3 x 2√3)R30°  In0.25Ga0.75N reconstruction. Small/black 
dots denote the N adatoms and small/open balls the N 
atoms. Blue balls indicate the In atoms and red and green 
balls the ×3 and ×4 coordinated inequivalent Ga atoms, 
respectively.

⅓ increases the In chemical potential by ~ 0.3 eV, 
cf. Fig. 1. This corresponds to a ≈5-fold increase of 
the In-flux in molecular beam epitaxy growth (MBE). 
Such a huge increase in the In-flux would eventually 
switch the growth conditions to In-rich, resulting in the 
formation of In droplets and poor growth morphology. 
These trends in the computed chemical potential as 
function of the In content explain the observed experi-
mental limitations in achieving higher In concentra-
tions. Nevertheless, EFR may also provide efficient 
pathways to surface engineer growth and overcome 
the bulk solubility limits in other semiconductors al-
loys. Boron containing III-Nitride ternary alloys are a 
characteristic example: while the bulk solubility limit 
of B in GaN is restricted to less than 2%, B can be 
incorporated at the surface with contents as high 
as 25% forming an ordered 2×2 phase in the basal 
plane [3]. 

Surfaces and interfaces also govern the growth of 
semiconductor nanostructures. Nanocrystals (NCs) 
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with controlled shape and composition can be used 
as “artificial atoms” to create semiconductors with 
superior properties, e.g., for emerging optoelectronic 
and photonic technologies [4]. As a prototypical ex-
ample, InAs NCs are colloidally synthesized, capped 
with Sn2S6

4- molecular metal chalcogenide complexes 
(MCCs), and subsequently assembled into quantum 
dot solids: Following solution casting and subsequent 
annealing, the NCs arrange in superlattice struc-
tures. After solution casting, gentle heat treatment 
decomposes the MCCs and results in a SnS2 matrix 
encapsulating the InAs NCs. The resulting InAs/SnS2 
quantum dot solid exhibits promising transport prop-
erties, measured, e.g., by field-effect transconduct-
ance. The understanding of NC nucleation, growth, 
superlattice formation and assembly processes is still 
in its infancy, though. Often, this leads to unexpected 
results when process parameters are varied.

We systematically investigated the interaction of 
Sn2S6

4- MCCs with InAs surfaces. Contrary to com-
mon assumptions drawn from studies using organic 
ligands, we found that the MCCs are not adsorbed 
as intact structural units, but rather they decompose 
upon contact with the NC surface, and form a pas-
sivation layer surrounding the NCs. The adsorption of 
intact Sn2S6

4- MCCs on the passivated NP surfaces 
becomes then possible. However, Sn2S6

4- is unsta-
ble towards dissociation into tetrahedral SnS4 units, 
and the most stable structural units identified consist 
of passivated NCs embedded in amorphous SnSx 
matrices. As an additional effect, sulphur displaces 
As and is incorporated into the NC subsurface layer. 
These theoretical predictions were later confirmed 
by angle-resolved X-ray photoelectron and Raman 
spectroscopy.

In order to model the temperature-induced de-
composition of Sn2S6

4- ligands adsorbed on the NC 
surfaces and the formation of amorphous matrices, 
we performed ab initio MD simulations where struc-
tural motifs, validated by experiments, were explicitly 

Fig. 2: Model of ambipolar photoresponse of InAs NCs with Sn2S6
4- ligands. Hot electrons promoted to the LUMO+1/+2 

states can undergo intraband relaxation or get trapped by localized states that originate from matrix-solvated As, which 
are situated above the NC LUMO, but below the matrix conduction band edge. In the NC solid, the mobility edge for 
majority carriers (electrons) is associated with the NC LUMO states and the hole-conducting states are given by the 
matrix band edge. Copyright 2018 Nature Publishing Group.

included as starting points of annealing cycles. We 
systematically explored variations in the density and 
stoichiometry of the amorphous matrix, generating a 
series of structural models of NC solids correspond-
ing to different colloidal synthesis conditions. A num-
ber of defect states were identified that are expected 
to play a key role in determining the electronic and 
transport properties of the NC solids. We could trace 
the origin of the measured negative photoconductivity 
to the presence of As dopants: as a consequence of 
subsurface sulphur incorporation, As atoms diffuse 
into the matrix. They preferentially occupy Sn lattice 
sites and create localized donor states above the 
NC mobility edge, but below the matrix conduction 
band edge, cf. Fig. 2. These donor states act as 
traps and are responsible for the measured negative 
photoconductivity. By adjusting the colloidal synthesis 
conditions, we show how to suppress the formation 
of these trap states [5].

These two examples illustrate how addressing 
fundamental questions in semiconductor surface 
growth by computer simulations not only helps to 
rationalize experimental observations, but also to 
guide the design of alternative processing routes to 
overcome present-day compositional and defect-
related limitations.

References
1. Lee, S.; Freysoldt, C.; Neugebauer, J.: Phys Rev B 

90 (2014) 245301.

2. Lymperakis, L.; Schulz, T.; Freysoldt, C.; Anikeeva, M.; 
Chen, Z.; Zheng, X.; Shen, B.; Chèze, C.; Siekacz, M.; 
Wang, X.Q.; Albrecht, M.; Neugebauer, J.: Phys Rev 
Materials 2 (2018) 011601(R).

3. Lymperakis, L.: AIP Advances 8 (2018) 065301.

4. Wippermann, S.; He, Y.; Vörös, M.; Galli, G.: Appl Phys 
Rev 3 (2016) 040807.

5.    Scalise, E.; Srivastava, V.; Janke, E.; Talapin, D.; Galli, 
G.; Wippermann, S.: Nat Nanotech 13 (2018) 841.



195

S
E
L
E
C
T
E
D

H
I
G
H
L
I
G
H
T
S

Solute Segregation at Grain Boundaries in Al Based on 
New Concepts in Machine Learning and Experiment

L. Huber 1, H. Zhao 2, R. Hadian 1, B. Gault 2, D. Ponge 2, B. Grabowski 1, 
J. Neugebauer 1, D. Raabe 2

1 Department of Computational Materials Design (CM)
2 Department of Microstructure Physics and Alloy Design (MA)

- SCALE-BRIDGING SIMULATION AND MATERIALS INFORMATICS -

  Even very low concentrations of alloying elements 
can have a significant impact on the nominal material 
properties in a metallic alloy. One of the main me-
chanisms for this is the segregation of solute atoms 
to grain boundaries (GBs), where they can impact 
microstructural evolution to a degree beyond what 
their nominal alloying concentration would suggest. 
With modern experimental techniques, we are now 
able to measure solute concentration at particular 
boundaries with high accuracy [1], and can even 
resolve the segregation of solute atoms to particular 
GB sites [2]. Modelling, however, has lagged behind 
these developments and there is a strong need for 
new techniques and deeper understanding to bridge 
the gap between experimental measurements and 
atomistic simulations. 

  In general the solute con-
centration at the GB depends 
on the solute density of states 
(DOS) (i.e. segregation ener-
gies), and occupation probabi-
lity for those states, which is a 
function of the site energy, the 
temperature, and the alloy com-
position. Here, we have develo-
ped a computational framework 
using classical embedded atom 
method potentials to evaluate 
the segregation energy of six 
different solutes to 38 unique 
GBs in Al – a total of more than 
1.4 million segregation ener-
gies. Fig. 1(a) shows the DOS 
for Mg segregation aggregated 
across all 38 boundaries, while 
figs. 1(b) and (c) show examp-
les of individual DOS for two 
special GBs for each solute. Alongside the DOS in 
fig. 1(a) we plot the corresponding Fermi-Dirac oc-
cupation curve, which takes into account that each 
site can be occupied by only a single atom. 

  Using this rich data set, we demonstrate two 
new paths forward for modelling solute-GB segre-
gation [3]. First, we have applied machine learning 
techniques to make accurate predictions of the 
segregation DOS based purely on the solute-free 
GB structure. This reduces the number of atomistic 
calculations needed to obtain the DOS for a new GB 
from the number of GB sites at that boundary down 

Fig. 1: (a) The aggregated DOS across all 38 GBs for Mg segregation, as a 
histogram (blue bars) and smoothed distribution (solid blue line). The occupation 
probability at three different temperatures for a bulk concentration of 0.2 at.% 
(red lines) is also shown. (b and c) DOS for each of the solutes at (b) the highly-
symmetric (310) GB and (c) a low-symmetry boundary. Smoothed machine-
learned predictions for the DOS are shown using dashed lines in all subfigures.

to one. Second, we observe that except for a few 
very symmetric GBs, a Gaussian distribution is often 
a good estimate for the DOS. With this insight, we 
go beyond the widely used Langmuir-McLean (LM) 
model by treating the DOS using its second moment, 
where we now have three fitting parameters instead 
of two – i.e. the distribution normalization, mean se-
gregation energy, and distribution variance, instead 
of the LM model‘s saturation limit and “effective” 
segregation energy.

  In fig. 2 we demonstrate that both the machine 
learning approach and Gaussian best-fit give good 
predictions over a broad temperature range. In con-
trast, the LM model – which approximates the entire 
segregation DOS with a single-energy Dirac-delta 

function – systematically fails to describe solute-GB 
concentration as a function of temperature. This 
machine learning technique opens the door to multi-
scale modelling methods where larger length scales 
are informed by atomistic segregation data, while 
the Gaussian DOS approximation offers a direct link 
between experimental concentration measurements 
and atomistic simulations due to the physical inter-
pretability of its fit parameters. 

  In parallel, we have used atom probe tomography 
(APT) to study segregation at  Σ13(001)  GBs in an 
Al-6.22%Zn-2.46%Mg-2.13%Cu alloy (wt.%), which 
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Fig. 2: Solute-GB concentration isotherms at the GB for 
all six solutes with a nominal concentration of 0.2 at.%. 
Results are shown for calculated segregation energies 
(solid lines), machine-learned energies (dashed lines), 
Langmuir-McLean best-fit (light dotted lines), and Gauss-
ian best-fit (dark dotted lines).

Fig. 3: Atom probe tomography results obtained on a 
Σ13 GB in the as-quenched state: (a) Atom maps of 
all elements; (b) Distribution of solutes within the grain 
boundary (region indicated by the red rectangle in (a)); (c) 
Corresponding one-dimensional composition profile along 
the arrow in (b).

belongs to the high strength Al-7XXX series. To begin, 
we solution heat treated the material at 475oC for 1 
hour before water quenching [4]. We then prepared 
APT samples using a FEI Helios plasma focused 
ion beam (PFIB) with a Xe source and acquired 
near-atomic-scale compositional information using 
a Cameca LEAP5000XR local electrode atom probe 
instrument. With a conventional Ga source for FIB, 
the quality of atom probe data is compromised by 
the strong segregation of Ga to Al GBs, which also 
leads to embrittlement. The use of the Xe-source 
has allowed us to obtain the first ever set of reliable 
APT data for grain boundary composition in Al-alloys. 

  Analysis of one of the resulting APT measure-
ments for the as-quenched Al-Zn-Mg-Cu alloy is 
shown in fig. 3. The location of the GB is highlighted 
with a red box in fig. 3(a), while isosurfaces of 5 at.% 
Zn+Mg are shown in fig. 3(b) for the cross sectional 
slice from this region. Fig. 3(a) demonstrates that all 
solute species, i.e. Zn, Mg, and Cu, have already 
segregated to the GB by the end of the quench. We 
see in fig. 3(b) that this segregation follows periodic 
patterns throughout the entire GB. These segregation 
patterns are formed due to the preferential segrega-
tion of Zn and Mg to particular sites, similar to ob-
servations from our simulations. The corresponding 
composition profile along the pattern axis is shown 
in Fig. 3(c). A periodic distribution is revealed, with 
5 nm distance between the peaks. The segregation 
patterns and compositional analysis indicate that 
this phenomenon can be related to the periodic 
alternating structure within the grain boundary [2] or 
faceted grain boundary as Liebscher et al. studied 

in multicrystalline Si [5]. Facetted boundaries can 
be studied using our computational methodology 
in a piece-wise fashion, and we plan to extend our 
research in this direction.

  Going forward, a deeper integration of these 
cutting edge experimental and simulation techniques 
will be used to advance our understanding of solute 
segregation at GBs. As indicated by our simulation 
work, the GB normal plane can have a strong influ-
ence on the amount of segregation. In light of this 
observation, we will perform further experiments 
which fully characterize all five GB parameters. This 
will allow us to directly compare both the degree of 
segregation and its spatial patterning as predicted 
by theory and observed in experiment.
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A majority of the material systems investigated 
at the MPIE, including for instance advanced high-
strength steels, Ni-based superalloys, high-entropy 
Cantor alloys or magnetocaloric alloys, show magnet-
ism at the atomic scale. Ferromagnetic or other or-
dered magnetic configurations, that form the ground 
state of the material, are nowadays routinely comput-
ed in density functional theory (DFT). In technological 
applications most of the above mentioned materials 
are, however, operating well above their ordering 
temperature. Consequently, the magnetic entropy 
yields highly disordered (i.e. unstable) magnetic 
configurations and high-frequency fluctuations, which 
are not captured in conventional DFT calculations.

In the CM department, employing our own DFT 
code S/PHI/nx gives us the chance to implement and 
apply techniques tailored for these challenges. In the 
group of C. Freysoldt a novel way of constraining the 
local magnetic density to atomic moments of arbitrary 
magnitude and direction was developed [1]. It uses 
the concept of Lagrange multipliers, similarly to the 
way a normalization of the wave function is ensured 
during the electronic structure minimization cycle. 
Extensive performance tests revealed that this ap-
proach yields substantially faster and more stable 
convergence than the consideration of penalty terms 
with auxiliary magnetic fields implemented in other 
codes. In this way, magnetic disorder in materials 
from steels up to Fe-based superconductors became 
accessible.

The fluctuations in the magnetic disorder have 
been addressed with two different strategies: The 
spin-space averaging (SSA) technique has been 
developed by F. Körmann [2] to simulate phonons in 
the paramagnetic regime. It is based on the assump-
tion that the changes in the magnetic configurations 
occur on a much shorter time scale than the atomic 
vibrations. An average over all magnetic configu-
rations contained in a supercell, in which up- and 
down spins are distributed according to the concept 
of special quasirandom structures (SQS), simulates 
the magnetic fluctuation, but preserves the struc-
tural symmetries. The SSA approach quantitatively 
reproduces the experimentally observed softening 
of phonons when heating the material across the 
magnetic transition temperature. 

Based on this success, the group of T. Hickel ap-
plied the SSA technique for the relaxation of atoms 
next to structural defects in paramagnetic materials. It 
is fully clear that a single disordered magnetic struc-
ture would yield artificial forces that are inconsistent 

with the structural symmetry. To make the averaging 
of forces during the relaxation efficient, several syn-
chronous DFT calculations, an on-the-fly averaging 
of forces and an external structure optimization have 
been employed. The combination of different codes 
and the implementation of the complex simulations 
protocol were substantially simplified by using pyiron, 
the novel integrated development environment of the 
CM department (see p. 48). 

Fig. 1: Vacancy formation (left) and migration (right) en-
ergies in the ferromagnetic (FM) and paramagnetic (PM) 
state. In the PM state no relaxation (PM1), a ferromagnetic 
relaxation (PM2), a relaxation of individual paramagnetic 
snapshots (PM3) and a relaxation according to averaged 
paramagnetic forces (PM4) are compared.

The application of this technique to vacancies in 
bcc Fe yields remarkable relaxation effects. It turns 
out that the formation as well as the migration en-
ergy are substantially reduced by magnetic disorder 
(compare FM and PM2 in Fig. 1). More importantly, 
however, the correct relaxation of the atomic posi-
tions yields an additional reduction of these energies 
by the same order of magnitude (compare PM1 
and PM4 in Fig. 1). Therefore, using relaxations in 
ordered magnetic states for the determination of 
paramagnetic vacancy formation energies (PM2 in 
Fig. 1) fails to be accurate.

The second strategy to consider magnetic fluc-
tuations is the application of atomistic spin dynam-
ics (ASD) at finite temperatures. This approach 
becomes particularly attractive if combined with ab 
initio molecular dynamics (AIMD). For this purpose, 
I. Stockem [3] has developed in a close collaboration 
with Linköping University (B. Alling) an alternating 
scheme (Fig. 2), in which every ASD step receives 
an updated set of atomic positions and therewith 
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magnetic interaction parameters, and every AIMD 
step receives an updated set of magnetic moments, 
which are constrained during the ab initio calculation 

Fig. 2: Alternating scheme, combining ab initio molecular dynamics (AIMD) for disordered local moments (DLM) with 
atomistic spin dynamics.

Fig. 3: Experimentally observed anomaly of the hermal 
conductivities of CrN (top) compared to the averaged 
phonon lifetime as obtained with different simulation tech-
niques (bottom).

of forces. In this way mutual coupling effects become 
accessible.

Indeed, the application of this scheme to CrN 
has lead to interesting insights: Although there is 
no long-range magnetic order in the paramagnetic 
state, the spin orientations of neighbouring Cr atoms 
depend clearly on the distances of these atoms: 
As two neighbouring Cr atoms approach during 
the vibration, their spins tend to point into opposite 

directions. If they are further away from each other, 
the corresponding spins prefer an orientation into the 
same direction. Furthermore, the mutual coupling of 
the spin orientations and the distance between the 
neighbouring Cr atoms prevents the spin system 
from a fast decay compared to the spin dynamics of 
an uncoupled vibrating lattice.

We studied the influence of this dynamic coupling 
on phonon lifetimes in CrN. The relevance of short 
range order (SRO) effects are highlighted by a 
comparison with alternative methods (Fig. 3): If the 
directions of the magnetic moments are randomly 
changed at each step (DLM-AIMD), the magnetic 
subsystem shows no SRO, neither in space nor time. 
If the atomic configurations are determined by Monte-
Carlo simulations, the spins exhibit a temperature-
dependent SRO in space, but not in time. We realize 
that only our coupled ASD-AIMD approach, which 
includes SRO in space and time, yields a vanishing 
temperature dependence of the resulting phonon 
lifetimes. This explains an anomalous temperature 
dependence of the thermal conductivity of CrN in its 
paramagnetic state, which was observed experimen-
tally, but not understood before (Fig. 3).
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Solid/liquid interfaces are at the heart of many 
applications of practical importance. Examples are 
batteries, electro catalysis, fuel cells or corrosion. 
To understand and eventually overcome the tech-
nological challenges faced in these applications 
requires accurate modelling techniques. Electronic 
structure calculations are free of fitting parameters 
and provide insights at the atomistic level. They are 
thus the method of choice, provided that we are 
able to overcome the issues impeding the modelling 
of constant electrode potential conditions, essential 
for the realistic description of solid/liquid interfaces. 
We recently developed a method that successfully 
addresses these issues (see p. 47) and provides an 
ab initio potentiostat [1], thus enabling calculations 
under applied bias in complete analogy to electro-
chemical experiments. 

We had to overcome two key challenges. To 
ensure a constant electrode potential U electrons 
are transferred from the anode (positively charged 
electrode) to the cathode (negatively charged 
electrode). The ensuing electric field drives nega-
tively charged ions, such as OH-, to the positively 
charged anode and positively charged ions, such 
as H+ (protons), to the negatively charged cathode. 
This means that electrodes are thermodynamically 
open to both electrons and protons, and thus funda-
mentally grand canonical. This is difficult to realize 
in a standard density functional theory (DFT) code 
where the particles and electrons in the cell remain 
constant. However, a full electrolytic (or electro-

Fig. 1: Schematic representation of the concept used to realize an electrolytic cell. (a) Alignment between two metal 
electrodes before (superscript “ini”) and after (superscript “fin”) charge transfer. The charge transfer leads to equal Fermi 
energies EF, preventing the realization of an electric field. The red line shows the electrostatic potential before the charge 
transfer. (b) A doped semiconductor electrode allows us to control the position of the Fermi level. The type (here, p 
type) and concentration of dopants controls the polarity and magnitude of the field. The red line shows the electrostatic 
potential realized by the charge transfer. The slope of the potential is proportional to the induced electric field.

chemical) cell contains both the positively and the 
negatively charged electrode and is canonical for 
both electrons and protons. By realizing a canoni-
cal setup in a DFT calculation we retain a constant 
number of electrons and protons throughout the 
calculation and circumvent the described difficulty. 
This setup enables us to describe a realistic electro-
chemical system, if we are able realize an electric 
field between the two electrodes. This is challeng-
ing in a standard DFT code with periodic boundary 
conditions, because the necessity of having a dif-
ferent Fermi level on each electrode, a requirement 
to realizing a potentiostat and thus an electric field 
between the two electrodes, contradicts the manda-
tory condition for a constant Fermi level throughout 
a cell (see Fig.1a).  To overcome this fundamental 
limitation while still using a standard DFT code we 

introduced a novel type of computational electrode 
by replacing one of the metal electrodes by a doped 
semiconductor (Fig.1b). In cases where the semi-
conductor is not doped and the Fermi level of the 
metal electrode falls within the band gap of the sem-
iconductor electrode the two electrodes are decou-
pled and there is no charge transfer between them. 
If we dope the semiconductor electrode p-type the 
ensuing charge transfer from the metal electrode 
will charge the semiconductor negative and make 
it the cathode, as seen in Fig.1b. Conversely, dop-
ing the semiconductor electrode n-type will result 
in charge transfer to the metal electrode, charging 
the semiconductor electrode positive and making it 
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Fig. 2: Ab initio computed trajectories of the atomic and molecular species formed when Mg is exposed to water for 
(a) open circuit conditions and (b) applying a linear increasing voltage. Trajectories are shown in a projection along the 
normal to the Mg surface. Blue, red, violet, green, and brown lines mark OH, H, H2, H+(aq.), and O, respectively. The 
onset of the H2 evolution reaction is indicated in (b) by a black arrow. To focus on the relevant reaction products Mg-
water trajectories are shown as yellow (blue) colored background. The atomic geometry of the electrolytic cell is visual-
ized in the figure between (a) and (b). Atoms are shown as colored spheres: Mg (yellow), Ne (turquoise), oxygen (red), 
hydrogen (gray). (c) Snapshots of the HER extracted from the MD trajectory of the system under applied bias potential.

the anode. The charge transfer induces a potential 
bias U and an electric field. Controlling the doping 
charge q enables us to control the bias and the field. 

We identified Ne as the most suitable semicon-
ductor electrode, as it possesses the following cha-
racteristics: (i) its band gap, although significantly 
reduced in DFT calculations, remains sufficiently 
large and is suitably aligned, (ii) Ne is van der Waals 
bonded and has a negligible deformation potential, 
(iii) it is chemically inert, so that chemisorption or 
alloy formation at the electrode are suppressed, (iv) 
even a single layer of Ne prevents permeation of 
water molecules and its residues. To dope the Ne 
electrode we use pseudo-atoms with fractional pro-
ton numbers. This gives us flexibility regarding the 
charge on the electrode by not restricting us to in-
teger numbers, as explicit dopants would have. The 
full control we retain over the electrode charge is a 
central element to constructing a static or dynamic 
potentiostat.

Utilizing pyiron (see p. 48) allowed us to imple-
ment a charge control feedback-loop outside the 
DFT code. This way we can employ the new ap-
proach with any DFT code and without having to 
make changes to the underlying code. We were 
thus able to employ a standard DFT code (VASP) to 
study one of the key puzzles in corrosion science – 
the anomalous hydrogen evolution at an anodically 
polarized Mg electrode.  According to fundamental 
corrosion concepts, H2 evolution should occur only 
at the negatively charged cathode via a reaction 
consuming electrons, i.e. 2H+ + 2e- → H2. The coun-
terintuitive behaviour observed at anodically polari-
zed Mg in contact with water has been known for 
150 years, but the atomistic mechanism of the reac-
tion is yet unknown. At open circuit conditions, i.e. 
without an applied electric field, we observe spon-

taneous dissociation of water molecules at the Mg 
surface (cf. Fig.  2a) and a subsequent adsorption 
of OH on the surface up to a maximum coverage of 
1/3 ML (monolayer), but no H2 formation. Following 
anodic polarization of Mg (cf. Fig. 2b) the OH cove-
rage increases to 1 ML and we observe H2 evolu-
tion. Since our ab initio setup allows us to inspect 
the reaction at the atomic level, we extract relevant 
snapshots from the molecular dynamics trajectory 
(see Fig. 2c) to study the reactions. As can be seen, 
a water molecule binds to an H atom adsorbed on 
the Mg surface, dissociates and leaves a H2 mole-
cule and an OH− ion. While this reaction looks like 
a “conventional” Heyrovsky reaction in an alkaline 
medium, Had + H2O + e- → H2 + OH-, its occurrence 
at the anode, where electrons are deficient, contra-
dicts present concepts in electrochemistry. A careful 
inspection of the electronic structure reveals that, 
even under the condition of a positively charged Mg 
surface, the adsorbed H is not charge neutral, but 
negatively charged H-. Thus, H itself, rather than 
the anode provide the required excess electron, 
and the ensuing reaction becomes H-

ad + H2O → 
H2 + OH-. In the absence of a potential (open circuit 
conditions), the reaction does not occur [see Fig. 
2(a)], because the attractive electrostatic interaction 
between the OH− ion and the anode, which is critical 
to make this reaction exothermic, is absent.  Being 
able to unravel this long standing corrosion science 
question shows the power of the new potentiostat 
approach and its potential to address a wide range 
of questions related to electrochemistry and corro-
sion.
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