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a b s t r a c t

We have computed formation energies for all technologically relevant transition metal solutes in the a, b,
and u phases of Ti, employing ab initio simulations. We analyze and explain their periodic-table trends,
and from their differences we derive stabilization energies which provide direct insight into phase
stabilization effects of the various solutes with respect to a, b, and u. This allows us to identify strong b

stabilizers in the middle of each electronic d shell in consistency with experimental knowledge. Based on
an extension of the stabilization energies to free energies we derive a wide range of Ti-transition metal
phase diagrams. A detailed comparison to available experimental martensitic transformation tempera-
tures and to measurements performed in this study shows that, despite some quantitative discrepancies,
the qualitative trends can be expected to be correct. An important feature that is displayed by a limited
range of the computed phase diagrams is a triple point at which the three phases, a, b, and u, meet. This
insight provides a plausible explanation for the complexity observed in gum metals, a class of Ti alloys
with very special materials properties.
© 2016 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-

ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Titanium alloys are widely applied as structural materials in
aerospace and biomedicine, due to their variable elastic modulus,
excellent corrosion and wear resistance, light weight, good
ductility, and high biocompatibility [1e6]. To satisfy the increasing
technological and industrial requirements, the mechanical, ther-
modynamic, and chemical properties of Ti alloys continue to be
under intensive experimental and theoretical investigation, with
the goal of achieving highly optimized material properties.

Transition metals (TMs) are among the most important alloying
elements in Ti alloys, because their s, p, and d electrons can have
profound influence on various properties. For example, it is well
known that the elastic modulus, plasticity, and shape memory
behavior can be effectively tuned by TM additions [1e4,7e15]. A
crucial ingredient enabling this versatile behavior are the three
ki).

lsevier Ltd. This is an open access
phases a, b, and u [16,17], the stabilities of which can be effectively
tuned by the TM solutes. The details of the phase stabilities and the
resulting mechanical properties of the Ti alloys critically depend on
the atomic number of the added TM atoms [1,2,18e23]. This is
typically explained using approximate empirical correlations with
the electron valence number [24e30]. However, these empirical
correlations can be invalid [20,31e35], and thus further explicit
investigations are required to better understand the phase stability
dependencies for complementing experimental data.

In this work, a bottom-up approach rooted in ab initio simula-
tions is used to reveal the periodic-table trends in the stabilities of
the a, b, and u phases in all technologically relevant TieTM alloys.
We employ density functional theory to compute the formation
and stabilization energies of all the TM solutes in the three Ti
phases. Investigating the stabilization energies provides clear
trends as a function of the electron valence number that can be
explained in terms of a coordination-number argument in
conjunction with a simple bonding model. Extending the stabili-
zation energies to free energies enables us to compute awide range
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of TieTM phase diagrams that we carefully validate by comparing
with experimentally available martensitic transformation temper-
atures from literature and as obtained in this study. Finally, we
apply the computed phase diagrams to analyze the complex
deformation behavior in gummetals, a special class of Ti alloys with
promising properties.

2. Methodology

2.1. Computation of the TM solute formation energy

A central quantity determining phase stabilities in TieTM alloys
is the formation energy, EaX , defined as

EaX ¼ EanTiþX � nEaTi � mX ; (1)

where a is an index running over the three phases a, b, and u, X is
an index running over all TM solutes, EanTiþX is the total energy of a
supercell in phase awith n Ti atoms andwith one substitutional TM
atom, EaTi is the total energy per atom of a pure Ti supercell in phase
a, and mX is the chemical potential of the TM solute. The formation
energy in Eq. (1) measures the energetic preference of a TM solute
to dissolve in one of the Ti phases a, b, or u with respect to the
chemical potential mX. A negative formation energy indicates that
the reaction is exothermic and thus that the incorporation of the
TM solute will take place.

A typical choice to reference the chemical potential mX are the
stable bulk phases of the alloyed elements (e.g., hcp for Zr, bcc for
Mo, or fcc for Ag). However, for the present purpose of revealing
chemical trends of alloying to the Ti matrix, the stable bulk phases
are not a good reference because of the strongly varying inter-
atomic bonding across the d series. A more suitable choice are
the energies of the isolated TM atoms (in particular after sub-
tracting the contribution due to atomic magnetism, cf. Fig.1 below),
revealing clear chemical dependencies and trends. It should be
noted that for phase stabilities the choice of the chemical potential
is not critical as it cancels from the corresponding energy
differences.

For determining phase stabilities we consider in particular
formation-energy differences according to

Ea�b
X ¼

�
EaX � EbX

�
�
�
EaTi � EbTi

�
; (2)

where a and b (with as b) are indices running over the phases a, b,
and u. By subtracting the term ðEaTi � EbTiÞ in Eq. (2) we have
Fig. 1. Ab initio computed formation energies of all (a) 3d, (b) 4d, and (c) 5d TM solutes in a,
inequivalent sites, u1 and u2, are shown. For b, an additional formation energy is shown (blu
m�x was used in Eq. (1) that excludes the effect of atomic magnetization (blue shaded area). (F
to the web version of this article.)
excluded the intrinsic energy difference between the a and b
phases of pure Ti. Doing so, Ea�b

X , which we will call stabilization
energy, becomes a useful descriptor having a one-to-one corre-
spondence to the strength with which a TM solute stabilizes a
certain phase (e.g., whether it is a b stabilizer).

The computation of the formation energy, EuX , for the u phase is
complicated by the fact that this phase has two symmetrically
inequivalent sublattices. The corresponding sites are the trigonal,
u1, and the honeycomb, u2, site corresponding to 1=3 and 2=3 of all
u lattice sites, respectively. To take this properly into account, we
have computed the formation energies for both sites, Eu1

X and Eu2
X ,

for all TM solutes from which we then determined

EuX ¼ 1
3
Eu1
X þ 2

3
Eu2
X ; (3)

corresponding to the averaged formation energy in u for fully
randomly distributed TM solutes. Experimentally the average in Eq.
(3) represents a rapid quenching from the high temperature b to
the low temperature u field, for which the TM solutes are kineti-
cally hindered to redistribute to the more favorable sites and to
form ordered intermetallic phases.

The computation of the formation energy, EbX , for the b phase is
complicated by the fact that this phase is dynamically unstable in
pure Ti at low temperatures [36e39]. As a consequence, intro-
ducing a TM solute leads to local relaxations away from the bcc
lattice sites. In a real system, these local relaxations are removed at
finite temperatures where phonon-phonon interactions are able to
stabilize the system on the bcc lattice positions. Since an explicit
treatment of phonon-phonon interactions is computationally pro-
hibitive for a wide composition range investigation, we have
employed a computational trick as utilized previously in Ref. [40]:
In the b phase only the coordination neighbors of the solute are
allowed to relax (coordination-neighbor relaxation). This
coordination-neighbor relaxation ensures that all atoms remain
close to their bcc lattice positions, but it still provides enough
flexibility to release the main portion of the relaxation energy.

All formation energies EaX were calculated using density func-
tional theory as implemented in the VASP code [41]. The projector
augmented wave method [42,43] was used to describe the elec-
tronic wavefunctions, and the PBE [44] functional for the electronic
exchange and correlation. Spin polarization was included for the
magnetic elements. Supercells of 5� 5� 3, 4� 4� 4, and 3� 3� 5
times the conventional a, b, and u unit cells were employed for the
TM solute supercell calculations. A k-point grid of 5 � 5 � 5 was
b, and u Ti according to Eq. (1). For u, formation energies for each of the symmetrically
e open squares and dashed line) for which a modified, non-magnetic chemical potential
or interpretation of the references to colour in this figure legend, the reader is referred
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used for the integration of electronic states in the Brillouin zone in
all supercells, together with the Methfessel-Paxton smearing
technique [45] with an energy width of 0.1 eV. An energy cutoff of
400 eV was employed for the plane wave basis.
2.2. Computation of TieTM phase diagrams

To enable the computation of TieTM phase diagrams, the sta-
bilization energy from Eq. (2) needs to be extended to concentra-
tion and temperature dependent free energy differences. However,
computing the complete free energy surface fully from ab initio is a
tremendous computational task even for a single binary system.
Therefore, for the here performed wide-range investigation of all
TieTM phase diagrams, a properly chosen approximate treatment
is unavoidable. To this end, a computationally efficient approach
that can be expected to capture the relevant physics is the
following.

Using the stabilization energy defined in Eq. (2) we can deter-
mine the concentration dependence of the alloy energy using a
linearized approximation of the phase stabilities by

Ea�b
TiX ðxÞ ¼

�
EaTi � EbTi

�
þ xEa�b

X ; (4)

where x is the TM solute concentration. In Eq. (4) the TM solutes
alloyed to the Ti matrix are assumed to be non-interacting. To
determine the temperature dependence we next extend to free
energy differences according to

Fa�b
TiX ðx; TÞ ¼ Ea�b

TiX ðxÞ þ Fa�b
el ðTÞ þ Fa�b

vib ðTÞ; (5)

where Fa�b
el and Fa�b

vib are the electronic and vibrational free-energy
differences between phase a and b at temperature T, approximated
by the corresponding free energy contributions in pure Ti. In
particular, we used the finite temperature extension to density-
functional-theory [46] to compute the electronic free energy and
the Debye-Grüneisen approximation [47] to obtain the vibrational
free energy. For the latter we used the Debye temperatures as
derived in Ref. [36]. A configurational entropy difference is not
required in Eq. (5) because, for the assumed equal distribution of
non-interacting TM solutes, all phases acquire the same configu-
rational entropy.

An analysis of Fa�b
TiX ðx; TÞ allows us to determine the phase with

the lowest free energy as a function of solute concentration and
temperature. This gives direct access to all TieTM phase diagrams
and thereby enables a wide composition range investigation of
periodic table trends for Ti alloys. We expect the computed trends
to be a realistic representation of experiment despite the involved
approximations. For example, in a previous work on TieNb and
TieMo alloys [48], we showed that the linear assumption in Eq. (4)
is a good approximation even up to solute concentrations of
z40 at.%. Further, for Ti3Nb it was shown [49] that, for fully opti-
mized structures, the energy only varies within a couple of meV/
atom for different arrangements of Nb atoms, indicating a weak
solute-solute interaction. In general, one can expect relatively weak
solute-solute interactions for the early TM columns (i.e., Sc, Ti, V,
and Cr columns), which are known to form solid solution phases
with Ti over large compositional ranges [1e3,16]. For the later TM
columns (i.e., Mn, Fe, Co, Ni, Cu, and Zn) various ordered interme-
tallic phases are known to form [1,2,16,50] indicating stronger
solute-solute interactions. We will consider this fact in more detail
in the interpretation of the computed phase diagrams in Sec. 4.1
and present further validation of our ab initio results by
comparing them with available experimental data from literature
and with our newmeasurements as introduced in the next section.
2.3. Experimental techniques

TieMo, TieFe, and TieV alloys with compositions as shown in
Table 1 were prepared by electric arc melting under Ar atmosphere
and cast into a copper mould. The as-cast billets were deformed by
hot swaging in the b phase region at 975� C to a thickness reduction
of 50%. The lattice parameters of the alloys were determined by X-
ray diffraction (Philips PW3020 diffractometer, Cu-Ka) using Riet-
veld refinement. Transformation temperatures were determined by
differential thermal analysis (DTA) in a Setaram SETSYS-18 DTA
using a rate of 10 K/min. The annealed and furnace cooled speci-
mens revealed martensitic microstructures for the investigated
alloys.

3. Results of the ab initio wide-range study

3.1. Zero temperature formation energies of all TM solutes

Fig. 1 presents the ab initio computed formation energies of all
TM solutes in the three phases of Ti a, b, and u (filled symbols and
solid lines). For u, the two inequivalent sites u1 and u2 are shown.
We observe that in all phases and for all d shells (3d, 4d, and 5d) the
formation energy follows a W-shaped dependence as a function of
the electron valence number. Interestingly, the intermediate peaks
in the curves at valence numbers 6 and 7 are not related to the
incorporation of the TM solutes into the Ti matrix. They are instead
an artefact of the employed chemical potential mX in Eq. (1), for
which we have used an isolated TM atom. For a d shell that is close
to half occupation (i.e., valence numbers 6 and 7) isolated TM atoms
acquire a strong atomic magnetization. When the corresponding
contribution is subtracted, a nicely parabolic dependence is ob-
tained for the formation energies of all phases, as exemplified for
the b phase by the blue dashed lines in Fig. 1.

The trends observed in Fig. 1 for the TM formation energies in Ti
are explored for the first time in this study. However, similar pe-
riodic table trends are well-known for cohesive energies of
elemental TMs [51e55]. The parabolic dependence after subtrac-
tion of the atomic magnetization has also been investigated pre-
viously and it can be explained within the simplified Friedel model
for the bond energy of d electrons [56]. According to this model, for
valence numbers below 6 the bonding states of the d shell are
populated, and thus increasing the number of electrons consider-
ably strengthens the bonds [57]. For larger valence numbers, the
anti-bonding states of the d shell are populated, and increasing the
number of electrons results in a weakening of the valence-bond
strength [cf. arrows in Fig. 1(a)].

The absolute formation energies displayed in Fig. 1 are well
suited for revealing general chemical trends, but for determining
phase stabilities we need to consider their differences, specifically
the stabilization energy according to Eq. (2) and as displayed in
Fig. 2. Focussing first on the ae b stabilization energy [Fig. 2(a)], we
observe a close-to-parabolic dependence with valence number,
which is similar for each d shell (3d ¼ blue solid, 4d ¼ red dashed,
5d ¼ green dotted line). For valence numbers 3 and 4, i.e., smaller
than or equal to the one of Ti, the stabilization energy is compar-
atively small. For larger valence numbers the stabilization energy
strongly decreasesdalmost down to values of �1.8 eVdwhich re-
veals a strong b stabilizing effect of TM elements in the middle of
each d shell. The b stabilizing effect becomes smaller towards the
end of the d shells. For Cr, Mn, and Fe from the 3d shell, a change in
the stabilization energy can be observed when magnetism inside
the TM solute supercell is considered (open versus filled blue cir-
cles; note that this magnetism differs from the atomic magnetism).
Other TM solutes do not induce magnetism inside the Ti matrix
within the considered non-interacting limit.



Table 1
Nominal and effective concentrations (obtained with wet chemical analysis) of the transition metal solutes in the investigated Ti alloys.

TieMo TieFe TieV

Nominal (wt.%) 1 2 3 1 2 3 1 2 3
Nominal (at.%) 0.50 1.00 1.50 0.86 1.71 2.57 0.94 1.88 2.82
Wet chemical analysis (at.%) 0.50 0.94 1.52 0.96 1.62 2.63 1.02 2.08 2.95

Fig. 2. Stabilization energies (a) Eb�a
X , (b) Eb�u

X , and (c) Eu�a
X for all TM solutes calculated according to Eq. (2). For the 3d elements Cr, Mn, and Fe, non-magnetic results are shown by

the blue filled circles and solid lines, whereas the magnetic results are indicated by the open circles. ‘Magnetic’ refers here to the magnetism induced inside the Ti matrix and not to
the atomic magnetism indicated in Fig. 1, which cancels in the present figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 3. Distortion of the nearest-neighbor bonds around the 3d solutes in the three Ti
phases. For u, the distortions around the honeycomb site, u2, are only shown, because
the distortions around the u1 site are similar. Negative values correspond to
compression and positive values to expansion as indicated by the two insets.
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The a e b stabilization energy observed in Fig. 2(a) can be
explained utilizing recent insights about the importance of the
coordination number in pure Ti [40]. In pure Ti, the a phase has an
optimum coordination number of 12 resulting in strong bonds,
while the b phase is under-coordinated with a coordination num-
ber of 8, resulting in weak bonds. This difference in coordination
number is the origin of the low temperature phase stability of the a
phase in pure Ti. However, the picture changes when TM solutes are
introduced that provide additional electronic bonding states (i.e.,
valence numbers larger than Ti). Introducing such a TM solute into
the b phase can easily perturb the Ti electronic states and form
additional nearest-neighbor bonds around the solute. The alloyed b

phase is thereby considerably stabilized with respect to the pure Ti
b phase. TM solutes incorporated into the a phase have a much
smaller effect because the pure Ti a phase is already very stable. The
close-to-parabolic dependence can be understood by combining
the coordination number argument with the Friedel model
mentioned above, i.e., those additional bonding states introduced
by the TM solutes into the b phase are occupied first followed by the
anti-bonding states.

The b e u stabilization energy [Fig. 2(b)] is similar to the a e b

one. The explanation based on the coordination number difference
can be likewise transferred, because the u phase has an average
coordination number of 12 [40], i.e., the same as the a phase. The u

phase is therefore already very stable for pure Ti, and addition of
TM solutes cannot lead to a further stabilization, in contrast to the
alloyed b phase. The same reasoning explains why the a e u sta-
bilization energy is rather small [Fig. 2(c)]: Both, a and u, are very
stable and close in energy for pure Ti, and addition of TM solutes
has only a minor effect. In summary, we can conclude from our
wide-range analysis of the ab initio formation energies that most
TM solutes strongly stabilize the b phase over both the a and u

phase, i.e., they are b stabilizing elements.
An interesting by-product of our study is displayed in Fig. 3,

which highlights the local geometrical changes around the 3d TM
solutes as an example. In particular, we plot the distortion of the
nearest neighbor bonds induced around the solutes. In consistency
with the formation energies, we observe that the b phase has the
strongest impact on the bonds which are reduced even by�0.2 Å in
the middle of the d shell. Interestingly, our X-ray diffraction mea-
surements also revealed reduced lattice spacings for the experi-
mentally investigated alloys when compared to pure Ti. In
agreement with the simulations, the b phase experiences a higher
volume contraction than the a phase. Further, the experiments
showed that this effect is highest for Fe followed by V and least for
Mo, in good agreement with the simulation results (Fe: �0.21 Å, V:
�0.12 Å, Mo: �0.11 Å). Such strong local lattice distortions might
have an influence on dislocation glide, thereby affecting plasticity
in Ti alloys.
3.2. Extension to finite temperatures: TieTM phase diagrams

Using the stabilization energies from the previous section and
the extension to free energies according to Eq. (5), we have
computed TieTM phase diagrams for all TM solutes as displayed in
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Fig. 4. In the shown phase diagrams we have suppressed the pos-
sibility of phase separation, i.e., the diagrams correspond to meta-
stable and not to equilibrated conditions. A large part of the
displayed a phase field (yellow region) would therefore be labelled
a0 or a00 (depending on the solute concentration) in experimental
terminology, but for consistency with the previous discussion we
keep the label a. The metastable representation of the phase dia-
grams is particularly suited for analyzing rapidly cooled Ti alloys.

Focussing first on the TieTi phase diagram, i.e., just pure Ti
(second in the first row), we observe the well-known fact that
above z1050 K the b phase (red shaded area) is the most stable
one, and that it transforms to the a phase (yellow area) upon
cooling below this temperature. At very low temperatures
(z100 K) the u phase (blue area) becomes more stable than the a

phase. Employing this TieTi diagram and additionally the stabili-
zation energies from Fig. 2, all other TieTM phase diagrams can be
understood. For the discussion, it is particularly convenient to start
with a specific d shell, and we will take the 5d shell (bottom row)
for that purpose.

For the TM solutes Lu and Hf with valence numbers smaller than
or equal to Ti, we see a moderate change of the b to a trans-
formation temperature with solute concentration (boundary be-
tween red and yellow region). Increasing the valence number, i.e.,
going to Ta, W, etc., the b to a transformation temperature de-
creases more and more rapidly with solute concentration. As a
consequence, the stability range of the b phase becomes very large
in particular for Re and Os. Towards the end of the 5d series the
transformation temperature again becomes less steep with solute
concentration. These changes in the transformation temperature
exhibit a one-to-one correspondence with the a e b stabilization
energy for the 5d solutes [green dashed line in Fig. 2(a)]: The more
negative the stabilization energy is (like for the elements in the
middle of the 5d row) the steeper is the dependence of the trans-
formation temperature with solute concentration. The curvature in
the transformation temperature (see, e.g., deviation from the
straight dashed line for the Hg phase diagram) is due to the cur-
vature in temperature dependence of the vibrational free-energy
differences in Eq. (5).

The a to u and the b to u transformation temperature de-
pendencies can be understood in an analogous fashion. The a to u

transformation temperature (boundary between yellow and blue
region) decreases with solute concentration for Lu and Hf, and also
for Ir, Pt, Au, and Hg, resulting in a very small u phase field region
for these elements. The origin of the decrease is the corresponding
positive a e u stabilization energy [Fig. 2(c)]. For the other ele-
ments, Ta, W, Re, and Os, the stabilization energy is negative, and
consequently the a to u transformation temperature increases with
solute concentration. Only for these elements (Ta, W, Re, Os) a
phase boundary between b and u (boundary between red and blue)
occurs in the respective phase diagrams. The solute dependence of
the b to u transformation temperatures is very similar to the
dependence of the b to a transformation temperatures (i.e.,
strongly decreasing) due to a similar stabilization energy [Fig. 2(a)
versus (b)]. An interesting consequence of the three phase bound-
aries in Ta, W, Re, and Os, is that a triple point exists where all three
phases meet as highlighted for W in Fig. 4.

The TieTM phase diagrams for the 4d solutes (middle row in
Fig. 4) have the same characteristics as the ones for the 5d solutes.
Employing the non-magnetic stabilization energies for Cr, Mn, and
Fe also the 3d solutes produce phase diagrams that follow the same
trends. This can be seen in the upper row of Fig. 4 when considering
the dashed transformation temperatures for Cr, Mn, and Fe. Taking
magnetism into account, the phase diagram of TieCr is only slightly
affected, but the phase diagrams of TieMn and TieFe experience
more significant changes. In particular the u phase field is strongly
suppressed resulting in the disappearance of the triple point.

4. Validation and application of the results

4.1. Experimental validation of the ab initio results

In order to assess the accuracy of the computed ab initio phase
diagrams, we provide in this section a comparison to available
experimental results from literature and results obtained in this
study.

Generally, it is well known that TM solutes stabilize the Ti b
phase and that the stabilization is strongest for solutes in the
middle of each d shell [1e3,16,48]. This b stabilizing effect is re-
flected by the calculated close-to-parabolic stabilization energies
[Fig. 2(a) and (b)] and the resulting dominance of the b phase field
in the TieTM phase diagrams [red region in Fig. 4]. Zr and Hf (same
valence number as Ti) have been instead traditionally considered as
neutral solutes in Ti [1], in the sense that their addition does not
influence the b to a transformation temperature. Only recent X-ray
diffraction measurements in TieNbZr/Hf, TieTaZr/Hf, and TieNb-
TaZr/Hf alloys [10,58e60] have revealed that Zr and Hf are in fact
weak b stabilizers. These measurements are consistent with our
simulated results which confirm that Zr and Hf have a weak b

stabilization effect: The b to a transformation temperature de-
creases by about�200 K per 10 at.% solute concentration for Zr, and
by �100 K per 10 at.% for Hf.

For a more quantitative evaluation, we need to compare with
experiments that investigate phase transitions and transformations
in quenched Ti alloy samples. Lütjering [2], for example, has
compiled various results for the critical solute concentrations at
which the high temperature b phase is retained after quenching.
These experimental concentrations can be compared with the
computed metastable transformation concentrations at room
temperature, as done in Fig. 5. Overall we observe a reasonable
agreement between experiment and theory, quantifying the b

stabilization effect for TM solutes with valence numbers larger than
Ti. However, for the group V elements (V, Nb, Ta) there appears to
be a discrepancy regarding the dependence on the d shell. Theory
predicts the smallest critical concentration for Nb, whereas
experiment indicates the opposite, i.e., that Nb has the largest
critical concentration. To put this apparent discrepancy into
perspective one needs to consider that the experimental values are
subject to rather significant scatter, as for example induced by
locally heterogeneous solute concentrations resulting from segre-
gation during solidification. Further, the diffusion rates of the
different TM solutes have to be considered: A fast diffusing element
might segregate during quenching and, hence, locally stabilize the b
phase due to partitioning.

Fortunately, for some TM solutes more detailed experimental
investigations are available that assessed the dependence of the
martensitic transformation temperature as a function of concen-
tration. Fig. 6 shows a comparison of the simulated and experi-
mental phase boundaries for TieTa, TieNb, and TieMo alloys
[18,61e64]. From the experimental data in Fig. 6(b) it is clear that
Nb is a stronger b stabilizer than Ta, in consistency with our theo-
retical prediction [Fig. 6(a)], but in contrast to the experimental
data based on the retained b phase analysis (Fig. 5). Fig. 6(b) also
reveals experimental scatter for the TieMo system which is due to
different measurement techniquesdTEM and the Hall effect (filled
and half-filled triangles) and resistance measurements (open tri-
angles). Nevertheless, the comparison in Fig. 6 allows us to
conclude that the trend in the transformation temperatures is
correctly predicted by theory, giving the following sequence:
TieMo < TieNb < TieTa. Quantitatively, we observe differences
with respect to experiment, for example, the TieTa transformation



Fig. 4. Metastable phase diagrams of Tietransition metal (TM) alloys computed from ab initio. Three phases are present: a (yellow region), b (red), and u (blue). In experimental terminology, the displayed a phase field corresponds to a
large part to the a0 or a00 phase, i.e., to the hcp or tetragonally distorted hcp phase obtained after quenching from the b phase field below the martensitic transformation temperature. The phase diagrams highlighted by the black dashed
lines contain the special feature of a triple point at which the three phases meet as indicated for W. For the TieCr, TieMn, and TieFe alloys, non-magnetic phase diagrams are indicated by grey dotted lines, whereas the colored phase
diagrams correspond to the experimentally representative magnetic situation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 5. Comparison of experimental critical concentrations from Ref. [2] (black squares)
at which a retained b phase is still observed after quenching to room temperature with
theoretical transformation concentrations (red circles) obtained at room temperature
from the metastable phase diagrams in Fig. 4. Smaller concentrations indicate a
stronger b stabilization effect. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 6. (a) Simulated b � a and b � u phase boundaries with the triple point indicated
by the black dots, and (b) experimentally determined martensitic boundaries from
literature [18,61e64] in TieTa, TieNb, and TieMo alloys.

Fig. 7. (a) Simulated b � a phase boundaries and (b) experimentally measured
martensitic boundaries in TieFe, TieMo, and TieV alloys. To enable a comparison, the
theoretical boundaries in (a) have been linearly rescaled to match the experimental b
to a transformation temperature, Tb/a

exp , of pure Ti. In (b), the inset shows the
martensitic microstructure obtained after quenching for a Ti-0.94 at.% Mo alloy.
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concentration at room temperature is 25 at.% in theory, but 40 at.%
in experiment. The discrepancy becomes smaller for the strong b

stabilizer Mo, for which theory predicts about 8 at.% and experi-
ment a range of 8 at.%e14 at.% depending on the measurement
technique. This quantitative underestimation of the experimental
temperatures is probably due to the omission of the concentration
dependence of the free energy contributions in Eq. (5).

In order to extend the quantitative evaluation of our ab initio
results we have performed additional measurements in this study.
As displayed in Fig. 7(b), we focussed in particular on a smaller Mo
concentration window as compared to the experimental data
shown in Fig. 6(b) and additionally on the TieFe and TieV systems.
We observe the same trends in the transformation temperatures as
predicted by ab initio, i.e., TieV > TieMo z TieFe. Further, when
linearly rescaling the theoretically predicted transformation tem-
peratures good quantitative agreement with the experimental
transformation temperatures is found, Fig. 7.

From our theoretical transformation temperatures we can
straightforwardly determine whether the b phase has transformed
to the a or to theu phase. This is highlighted in Fig. 6(a) by the black
dots which separate the b to a transformation (above) from the b to
u transformation (below). Such a separation cannot be directly
extracted from the experimental curves in Fig. 6(b). Additional
information on the microstructure after transformation is required
and we can utilize experiments performed by Devaraj et al. [65] on
TieMo for that purpose. The authors of Ref. [65] have investigated
the microstructure of a Ti 9 at.% Mo alloy after quenching and they
clearly revealed the presence of u phase particles. From our
metastable phase diagram for TieMo [red dotted curve in Fig. 6(a)]
we see that the triple point where the three phasesmeet (black dot)
is close to a concentration of 8 at.% Mo. For higher concentrations
(as in the study of Ref. [65]) the u phase can be therefore indeed
expected to form after quenching to room temperature. Note
however that theory and experiment do not fully match in quan-
titative terms, because the theoretical transformation temperatures
are somewhat too low. This might be caused by the involved
theoretical approximations, but also by experimental imperfections
such as for example impurity concentrations that modify the
transformation temperatures.

Summarizing the validation of our results, we can expect
quantitative differences between the theoretical and experimental
phase boundaries. These quantitative differences should become
smaller for TM solutes that are strong b stabilizers because the
involved theoretical approximations are less severe for such sys-
tems. Qualitatively, we can expect the theoretical phase boundaries
to be a faithful representation of the trends for the various inves-
tigated TM solutes. It should be noted, however, that within the
employed approximation of non-interacting solutes (Sec. 2.2) we
are unable to describe sublattice ordering and thus the formation of
intermetallic phases on the investigated lattices such as, e.g., D03
for bcc or D019 for hcp. Intermetallic phases on other lattices are
likewise invisible within our approach. Intermetallic phases can be
expected to form in particular for the later TM columns starting at a
solute concentration of �25 at.%, e.g., Ti3Cu, Ti3Au, Ti3Hg, Ti3Pt, and
corresponding phase diagrams (Fig. 4) should be, thus, used with
caution.
4.2. Application to gum metals: triple point as a source of
complexity

’Gum metals’ are a class of b titanium-based alloys [66e68],
which possess an excellent yet unusual mechanical behavior: At
room temperature, when deformed in tension, gum metals exhibit
a high yield stress (up to 1 GPa [68,69]) and very high elongation to
failure (up to 35% [70]), surprisingly at very low strain hardening.
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Despite the interest in this alloy class, the physical mechanisms
governing the plastic behavior are still unclear. It appears however
that an important condition is a careful choice of the main alloying
element and its specific concentration. Most prominent in this
respect is the TieNb system with typical concentrations of 23 at.%
Nb.

In early experimental studies on gummetals with a composition
of Ti-23Nb-0.7Ta2Zr-1.2O at.% [66,68], it was found that the gen-
eration of the so-called giant faults determines plastic deformation,
while phase transformations and dislocation slip have not been
observed. In contrast, follow-up experimental studies identified a
variety of plastic deformation modes in gum metals with similar
chemical compositions: e.g., nanodisturbances [71], dislocations
[31,70,72e75], twining, phase transformations (b to a and b to u)
[28,69,76e79], and even the involvement of all these deformation
modes in one sample [80]. Which deformation mode (e.g., twin-
ning, phase transformation, or dislocation slip) dominates the
plastic deformation of a Ti gum metal very sensitively depends on
the phase composition and stability [8,81e84]. Close to the
martensitic phase boundary, this dependence is most pronounced
[8,81].

Utilizing our TieNbmetastable phase diagram, we can provide a
plausible explanation for the origin of the complexity in gum
metals. Referring to the simulated phase boundaries of TieNb in
Fig. 6(a) (green dashed line) we see that the triple point where a, b,
and u meet (black dot) is close to room temperature and to a
concentration of 18 at.% Nb. Considering the above discussed fact
that the theoretical TieNb phase boundaries underestimate the
experimental ones with respect to solute concentration [Fig. 6(b)],
we can conclude that the triple point is very close to the typical
gum metal concentration of Ti-23 at.% Nb. This explains the variety
of deformation modes experimentally observed in TieNb gum
metals, becauseddue to the vicinity of the gum-metal composition
to the triple pointdeven minute variations in solute concentration,
interstitial distribution, or processing history of an alloy can have
significant effects on phase composition and, thus, consequently on
the mechanical properties.

Based on this insight and with reference to the wide range of
metastable phase diagrams displayed in Fig. 4, we can propose a set
of candidate TM solute elements that have the potential to replace
Nb as the basis alloying element in gum metals. The corresponding
phase diagrams are required to exhibit a triple point between a, b,
and u and this is only possible for elements that produce a specific
combination of stabilization energies as discussed in Sec. 3.2. This
condition is fulfilled for V and Cr from the 3d elements withMn and
Fe being ruled out due to magnetism; for Nb, Mo, Tc, and Ru from
the 4d elements; and for Ta, W, Re, and Os from the 5d elements.
The corresponding phase diagrams are highlighted in Fig. 4 by the
black dashed lines.

5. Conclusions

Employing a bottom-up approach based on ab initio calculations
we have computed and analyzed formation and stabilization en-
ergies of transitionmetal solutes in the three relevant Ti phases a, b,
and u. From the stabilization energies we have derived a wide
range of metastable phase diagrams of Ti-transition metal alloys.
Such metastable phase diagrams are well suited for analyzing
rapidly quenched systems as often utilized in the design of Ti alloys.
We have assessed the accuracy of the computed phase diagrams by
comparison to experimental martensitic transformation tempera-
tures: The trends for the various transition metal solutes are well
reproduced and the elements in the middle of each d shell are
clearly identified as strong b stabilizers. Differences with respect to
experiments must be expected in absolute values due to the
presently unavoidable approximations. For systems where experi-
mental data are available we have quantified these differences
(Fig. 6) and we found that the discrepancy becomes smaller for
strong b stabilizers. By performing additional measurements, we
have extended the quantitative comparison to small concentrations
for TieMo, TieFe, and TieV, strengthening thereby the confidence
in our ab initio results. Finally, we have applied the computed phase
diagrams to an analysis of gum metals, and we propose that the
complexity in the deformation behaviordwhich is responsible for
the outstanding materials properties of these alloysdis related to
the triple point at which the a, b, and u phase fields meet in the
phase diagrams. Based on this insight wewere able to identify a set
of potential gum metal systems: TieV, Cr, Nb, Mo, Tc, Ru, Ta, W, Re,
Os.
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